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Detection of auditory signals under frequency uncertainty can be improved by presenting cues to
the listeners. Since various cues have been found to differ in effectiveness, three conceivable mech-
anisms were considered which might account for these differences. Cuing might reduce the number
and/or width of the employed auditory filters or listening bands. Also, cues could modulate the pre-
cision of frequency tuning of the filters. Psychometric functions were collected in a detection ex-
periment with frequency uncertainty employing three kinds of cues: pure tones whose frequency was
identical to that of the signal (iconic cues), complex tones with a missing fundamental equal to the
signal (complex cues), and pure tones with a certain frequency relation to the signal (relative cues).
Compared with a no-cue condition, all cue types improved detection performance. Fitting models to
the data suggests that in the no-cue condition as well as the complex-cue condition, multiple bands
were utilized, and that the iconic and relative cues induced single-band listening. There is no indi-
cation that accuracy of frequency tuning was responsible for cue-efficiency differences.

For the detection of sinusoidal auditory signals in
noise, trial-by-trial variation of signal frequency results
in lower performance than when it is fixed (e.g., Creel-
man, 1960; Green, 1961; Swets & Sewall, 1961). However,
this uncertainty effect can be compensated for by pro-
viding clearly audible cues at the beginning of each trial.

Various kinds of cues have been shown to be effective.
These include what Schlauch and Hafter (1991) called
“iconic cues,” which match the signal in frequency, and
cues that provide less direct information about the sig-
nal’s frequency. The latter include multitonal cues for
which only one component matches the signal (Gilliom
& Mills, 1976; Schlauch & Hafter, 1991), visual cues in
which one of two frequencies is cued with lights (Swets
& Sewall, 1961), and tonal complexes whose fundamen-
tal is related to the signal (Hafter, Schlauch, & Tang, 1993).

Cues based on musical relations (Hafter et al., 1993)
and on tonal patterns (Howard, O’Toole, Parasuraman, 
& Bennett, 1984) or visual patterns (Howard, O’Toole, 
& Rice, 1986) related to the signal have also been ap-
plied successfully, and, for listeners with absolute pitch,
so have visually presented musical notes (Hafter &
Schlauch, 1992).

Although all these cue types may serve to reduce fre-
quency uncertainty, there are nevertheless appreciable
differences in their efficiency (e.g., Hafter et al., 1993;
Schlauch & Hafter, 1991). Generally, it can be said that

iconic cues are the most effective, usually eliminating
the frequency-uncertainty effect completely.

How can the observed efficiency differences between
different cue types be explained? Possible answers de-
pend on the specific signal detection model under con-
sideration. Usually it is assumed that under optimal con-
ditions, detection of tonal signals in wideband noise is
based on the output of auditory filters centered near the
signal’s frequencies. For instance, in a two-interval forced-
choice (2IFC) experiment, where a decision has to be
made about which one of two temporal intervals con-
tains the signal, it is assumed that listeners choose the in-
terval containing the largest filter output. Although less
agreement exists with respect to what the filter outputs
represent (see, e.g., Jeffress, 1964), the energy detection
model, which assumes that the filter outputs correspond
to stimulus energy, is widely used to describe auditory
detection (cf. Green & Swets, 1966).

When the signal is a pure tone with a single fixed fre-
quency, it is reasonable to assume the use of a single
bandpass filter whose center frequency matches that of
the signal. However, when there is frequency uncer-
tainty, most theorists have proposed that the listener si-
multaneously monitors the outputs of multiple filters
(Green, 1961; cf. Swets, 1984). To obtain a single deci-
sion variable for this case, one must devise a combina-
tion rule for the multiple outputs. One rule (Creelman,
1960) that is widely used says that the subject chooses
the interval that has the maximum output of any of the
monitored filters. The more filters, the more likely it will
be that the maximum output will be due to noise alone,
thus lowering performance. Another rule is to construct
a weighted sum of the outputs, thereby increasing the ef-
fective noise, which also predicts a decrease in perfor-
mance. Within these multiple-band conceptualizations,
cuing-efficiency differences can be modeled according
to their capacity to reduce the number of monitored bands.
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However, it has also been argued that there are “lis-
tening bands” whose widths are labile and that an effect
of frequency uncertainty is to widen these listening
bands (Hafter & Kaplan, 1976). Since band widening in-
creases the amount of effective noise, detection perfor-
mance drops. In this case, it is reasonable to suppose that
cuing reduces uncertainty by reducing the effective
bandwidths. This hypothesis received support from re-
cent results of Hafter et al. (1993). They employed a modi-
fied version of the so-called probe-signal method (Dai,
Scharf, & Buus, 1991; Greenberg & Larkin, 1968;
Schlauch & Hafter, 1991) to measure the width of lis-
tening bands during detection with iconic and relative
cues. The latter were tones with two thirds of the signal
frequency. It turned out that the relative cues were less
effective than the iconic cues and that this difference
was attributable to bandwidth differences.

The models considered so far usually ignore possible
effects of filter shape. However, auditory filters are mod-
eled as having sloping skirts (Patterson & Moore, 1986),
which implies that performance is maximal for a chosen
filter only when it is centered on the signal frequency, or,
to put it another way, when its frequency tuning is opti-
mal. Any shift would produce an attenuation of the sig-
nal and, consequently, a decrease in detection perfor-
mance. This fact offers a third mechanism possibly
related to cuing. The efficiency differences of various
cue types could reflect the accuracy of frequency tuning
that they permit.

Thus, at least three different mechanisms might ac-
count for cue effects and their differences. Fortunately,
as has been shown by one of the present authors (Hüb-
ner, 1993), there is a method to discriminate empirically
between the considered cuing mechanisms. Ideal-
observer analysis reveals that each mechanism affects
psychometric functions in a specific way. Common to
all mechanisms is that decreasing efficiency is reflected
by a shift of the psychometric functions toward higher
levels. However, there are differences concerning the
slopes. Whereas inaccurate frequency tuning leads to
flattened psychometric functions, increasing the width
or number of the auditory filters causes just the opposite—
the functions steepen.

Unfortunately, the predicted slope differences are rather
small for usual experimental situations and so might not
be detected. For instance, even in conditions with fre-
quency uncertainty without cues, Green (1961) found
slopes that were similar to those obtained with fixed fre-
quencies. He drew this conclusion, however, by visually
inspecting collections of functions from different situa-
tions, and since he observed only small frequency-
uncertainty effects for most of his conditions, the ques-
tion of whether a small slope difference could have been
shown at least for the condition that produced the largest
effect remained open. In contrast, Schlauch and Hafter
(1991) showed appreciable changes in the slopes of
psychometric functions as the amount of uncertainty
increased.

In another related study, Buus, Schorer, Florentine, and
Zwicker (1986) randomized one complex and three pure
tones and compared the resulting psychometric func-
tions with those obtained with fixed signals. Although
they did not employ a consistent within-subjects design,
they found a significant slope difference at least for one
frequency.

The aim of the experiment reported here was to pro-
vide further evidence for the idea that the slopes are af-
fected in a systematic manner by frequency uncertainty
and to utilize that information for distinguishing be-
tween mechanisms possibly involved in cuing. There-
fore, psychometric functions were collected in a signal
detection experiment with frequency uncertainty for dif-
ferent cue types: iconic, complex, and relative cues. The
complex cues were harmonic tones that had a missing
fundamental equal to the signal. On the basis of past re-
sults (Hafter & Schlauch, 1992), we expected the iconic
cues to be the most, and the relative cues the least effec-
tive. The variation in the slopes of the psychometric
functions with decreasing efficiency should provide in-
formation about the considered cuing mechanisms.

METHOD

The signals were pure tones of one of eight frequencies: 535,
625, 755, 835, 975, 1025, 1145, and 1285 Hz. In a random-frequency
condition, all signals were randomly presented with equal proba-
bility. Three different kinds of cues were employed: iconic, com-
plex, and relative. A control condition with no cues was also in-
cluded. The complex cues consisted of the 2nd, 3rd, 4th, 5th, and
6th harmonics of the respective signal frequencies. The relative
cues were pure tones with two thirds the frequency of the respec-
tive signal.

An accelerated adaptive 2IFC procedure (Falmagne, 1985) was
used to measure the fixed-frequency thresholds of the individual
tones. The obtained thresholds correspond to 70.7% correct re-
sponses. The iconic and relative cues were presented at a level of
10 dB above this threshold. The complex cues were presented at a
level such that their components were 10 dB above the threshold
of the corresponding signals.

The stimuli were generated by a D/A-converter connected to an
IBM-AT computer, which also controlled the presentation of the
stimuli and registered the responses of the subjects. The stimuli,
which had abrupt onsets and offsets, were mixed with continu-
ously present white noise with a noise power density of 35 dB
(SPL) and presented monaurally through a Stax SR5 headphone.
The subjects were seated in a soundproof booth.

The cues had the same duration, T, of 0.2 sec as the signals and
were presented 0.5 sec before the first interval. The two intervals,
which were indicated by lights, were separated by 0.3 sec. Visual
feedback was given after each response.

Three normally hearing subjects participated in the experiment,
which was divided into thirteen 1-h sessions. Each session con-
sisted of eight blocks of 80 or 96 trials. To obtain estimates of the
psychometric functions, levels of the individual tones were chosen
to cover the range around 75% correct responses in a 2IFC ran-
dom-frequency condition. To average the performance over the
different frequencies, sensation levels (SL) were used (i.e., the
levels of the individual tones in decibels, relative to their fixed-
frequency thresholds). With a stepsize of 2 dB, this resulted in 5
to 6 points of the psychometric functions. Each point for each sub-
ject is the result of 400 trials.
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RESULTS

The psychometric functions of the 3 subjects and of
their pooled data for the different conditions are de-
picted in Figure 1. Obviously, the iconic cues were most
effective. However, the other cue types also improved
detection performance in comparison with the no-cue
condition.

Were the complex cues more effective than the rela-
tive cues? Their psychometric functions are rather close.
However, for most levels, the data points of the complex
cues are above the corresponding points of the relative
cues. A Wilcoxon matched-pairs signed-ranks test with
all 15 data pairs (subjects � levels) revealed a signifi-
cant difference in the predicted direction (T � 30, N �
15, p < .05).

To get estimates of slopes and thresholds, logistic
functions were fitted to the data by minimizing �2 with
a minimizing algorithm (Gegenfurtner, 1992). The re-
sults are displayed in the first three rows of Table 1. Pa-
rameters were also estimated for the pooled data. They
are given in the fourth row of the table. Generally, a good
fit was obtained [e.g., for the pooled data, iconic:
�2(3) = 0.227; complex, �2(2) = 0.031; relative, �2(2) =
0.148; no-cue, �2(2) = 0.184; p > .90 for all conditions].

Inspection of Table 1 shows that the efficiency order
expected for the cue types is reflected by the order of
each subject’s estimated thresholds, except that there is
one tie for Subject R.H. A different order, but also iden-

tical for all subjects, with the exception again of one tie
for Subject R.H., holds for the slopes.

To examine whether the slopes and threshold patterns
hold across frequencies, the subjects’ data were pooled,
and logistic functions were fitted to the psychometric
functions corresponding to the individual frequencies.
No indication of a systematic relationship between slope
and frequency could be found within each condition.

However, as a repeated measures analysis of variance
(ANOVA) revealed, there were significant slope [F(3,21)
� 10.8, p < .001] and threshold [F(3,21) � 69.1, p <
.001] differences between the experimental conditions.

The Student-Newman-Keuls test was used for multi-
ple pairwise comparisons. It turned out that the iconic-
cue condition produced significantly flatter psychometric
functions (slopes: M � 0.0473) than did the other con-
ditions [comparison with the complex-cue condition,
M � 0.0633, q(3,21) � 6.10, p < .01; with the relative-
cue condition, M � 0.0569, q(2,21) � 3.67, p < .05; with
the no-cue condition, M � 0.0672, q(4,21)� 7.54, p < .01].

While the slopes of the complex-cue condition were not
significantly different from those of the relative-cue con-
dition or from those of the no-cue condition, the relative-
cue condition produced significantly smaller slopes than
did the no-cue condition [q(3,21) � 3.89, p < .05].

The iconic-cue condition also produced significantly
lower thresholds (M � 0.61) than did all other condi-
tions [comparison with the complex-cue condition, M �
1.55, q(2,12) � 5.50, p < .01; with the relative-cue con-

Figure 1. Empirical psychometric functions of Subjects R.H., J.N., and K.O., and of their pooled data. The
error bars indicate the standard error with respect to the experimental sessions.
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dition, M � 1.84, q(3,12) � 7.20, p < .01; with the no-
cue condition, M � 3.92, q(4,21)� 19.7, p < .01]. Thresh-
olds of the complex-cue condition were not significantly
lower than those of the relative-cue condition but were
lower than those of the no-cue condition [q(3,21) �
14.16, p > .01]. The relative-cue condition also produced
significantly lower thresholds than the no-cue condition
[q(2,21) � 12.5, p < .01].

DISCUSSION

All cue types employed in the experiment improved
detection behavior appreciably in comparison with the
no-cue condition. Moreover, the psychometric functions
corresponding to the different cue conditions showed
significant slope differences. The iconic cues, which
were most efficient, produced the flattest psychometric
functions. Since all other conditions led to higher thresh-
olds and to steeper psychometric functions, there is no
indication that the decrease in cue efficiency can be at-
tributed to poorer frequency tuning; this would have
caused the functions to flatten (Hübner, 1993).

Therefore, we conclude that the observed perfor-
mance differences were due to variations in the number
and/or width of the utilized auditory filters. To examine
the mechanisms in greater detail, different quantitative
models were fitted to the psychometric functions for the
individual frequencies (pooled across subjects) in each
condition. For the sake of simplicity, only the values cor-
responding to the data points were predicted.

If we let P(C) denote the probability of a correct re-
sponse in a 2IFC task, then the energy-detection model
states that

P(C) = Φ(z), (1)

where Φ denotes the cumulative normal distribution and
z is given by

(2)

In the case of a single band, the expected value of the de-
cision variable Xn in the noise interval is 2WT and its
variance 4WT, where W denotes the bandwidth of the au-
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ditory filter in hertz, and T, the interval duration in sec-
onds. In the interval containing signal plus noise, the ex-
pected value of Xs is 2WT + 2Es /N0 and the variance
4WT + 8Es /N0 , with N0 denoting noise power density
(cf. Green & Swets, 1966).

Iconic-Cue Condition: A Single-Band Model
To obtain a starting point, a single-band energy-

detection model was fitted to each frequency’s psycho-
metric function of the iconic-cue data, employing time
and noise parameters as in our experiment.

Since the energy-detection model is an ideal-observer
model, it is more sensitive than our subjects. Although
increasing the filter width, W, decreases sensitivity, this
was not sufficient to fit the data well, because the result-
ing slope also varied with W. Therefore, the threshold
was taken as a second free parameter for each psycho-
metric function. The thresholds are needed for trans-
forming the employed SL values to signal energy. Chang-
ing the threshold simply shifts the function without
affecting its slope.

Varying both the threshold and the filter width, W,
for each function by means of the algorithm men-
tioned above leads to good fits, although not all of the
obtained values were reasonable (thresholds in deci-
bels [SPL] = 50.6, 46.8, 51.9, 44.6, 46.3, 50.9, 51.7,
53.8, and W: 309, 78, 922, 13, 38, 472, 975, 1573, cor-
responding to frequency in ascending order). How-
ever, we were not interested in the absolute values
within the cue conditions but in the relationships be-
tween the conditions.

Logistic functions were fitted to the obtained theoret-
ical data to compare the resulting slopes and thresholds
with the corresponding values estimated from the em-
pirical data. A t test for paired observations indicated no
difference [slopes, Mtheo = 0.0468, t (7) = 0.74, p > .48;
thresholds, Mtheo = 0.61, t (7) = 0.65, p > .53].

Relative-Cue Condition: A Single-Band Model
In the next step, a single-band model for the relative-

cue data was constructed by using the threshold param-
eters of the iconic-cue condition directly and by in-
creasing the bandwidth parameters obtained in that
condition linearly—that is, by employing two free pa-
rameters a and b:

Table 1
Estimated Slopes and Thresholds of the Empirical Psychometric Functions for the 3 Subjects

Slopes Thresholds

Subject Iconic Complex Relative No Cue Iconic Complex Relative No Cue

R.H. 0.0534 0.0630 0.0534 0.0696 0.45 1.51 1.51 3.62
J.N. 0.0502 0.0644 0.0621 0.0703 1.80 2.36 2.61 5.54
K.O. 0.0419 0.0638 0.0521 0.0674 �0.77 0.65 1.28 2.65

M 0.0484 0.0637 0.0559 0.0691 0.66 1.51 1.80 3.94

Models 0.0468 0.0618 0.0557 0.0635 0.62 1.56 1.87 3.98

Note—All parameters were estimated by fitting logistic functions. The units of the slopes and
thresholds are P(C)/SL and SL, respectively. In the fourth row, the average parameters are given,
and the corresponding values predicted by the models are in the last row.
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Wi (relative) = aWi(iconic) + b, (3)

for all frequencies i = 1, . . . , 8.
This model was fitted simultaneously to all eight psy-

chometric functions. The obtained parameters are a =
1.40 and b � 37.2 [� 2(37) � 14.4, p > .99]. There were
no significant differences to the empirical data [slopes,
Mtheo = 0.0508, t (7) = 2.34, p > .05; thresholds, Mtheo =
1.92, t (7) = 1.42, p > .19].

This result is in line with that of Hafter et al. (1993),
who found that the bandwidth obtained with relative
cues was 1.6 times greater than that obtained with iconic
cues. Here, the width is 1.4 times larger plus a constant,
which is surprisingly close.

No-Cue Condition: A Multiple-Band Model
Since the relative cues provide no energy at the signal

frequency, it is reasonable to assume that similar thresh-
old and width parameters hold for the no-cue condition,
but that under this condition multiple filters are utilized.
If multiple filters are utilized, a combination rule for the
multiple outputs must be chosen (cf. Hübner, 1993).
Here, we chose the weighted sum of the filter outputs as
a decision variable:

X* = Σ
8

i�1
gi Xi . (4)

It was assumed that in the signal interval, the filters
that do not correspond to the signal frequency behave as
they do in the noise interval. Therefore, the expected
value for the noise interval is

E(X*n ) = 2T Σ
8

i�1
giWi , (5)

and the expected value for the signal-plus-noise interval is

E(X*n ) = 2T Σ
8

i�1
giWi + 2gs Es /N0 , (6)

where gs denotes the respective weight of the signal
channel.

It was further assumed that the auditory filters do not
overlap and, consequently, do not produce correlated
outputs. In this case, the outputs can be treated as inde-
pendent random variables with the variance

var (X*n ) = 4T Σ
8

i�1
g2

i Wi (7)

for noise, and

var (X*n ) = 4T Σ
8

i�1
g2

i Wi + 8g 2
s Es /N0 (8)

for signal plus noise. The resulting z value for this model is
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While using the thresholds and width parameters based
on fits to the relative-cue data, the weights gi for each fil-
ter were considered as free parameters. However, the data
fit with this model was disappointing [�2(31) = 74.3, p <
.001]. The increase in slope for the psychometric func-
tions was underestimated (slopes, Mtheo = 0.0426), and
the decrease in performance, overestimated (thresholds,
Mtheo = 6.22). The latter could reflect overlapping audi-
tory filters that led to overestimated variances. To keep
the model relatively simple, merely two additional free
parameters a* and b* were introduced for linearly mod-
ifying the variance part produced by the filter widths.

But how to increase the slopes? An ideal observer
would choose weights hi, i=1, . . . , 8, which may vary
with signal level (Green & Swets, 1966):

hi = . (10)

Fortunately, the modified model with decision variable

X* = Σ
8

i�1
gi hi Xi (11)

and z value

(12)

turned out to fit the data quite well [� 2(29) = 3.38, p >
.995] and produced no significant differences [slopes,
Mtheo = 0.0633, t (7) � 1.41, p > .20; thresholds, Mtheo =
3.96, t(7) � 1.42, p > .19].

The parameter values for modifying the variance are
a* = 0.694, and b* = �2.42. The obtained parameters
for the weights are 0.073, 0.132, 0.142, 0.180, 0.124,
0.110, 0.140, 0.097. With one exception, the weights in-
crease toward the central frequencies, which might rep-
resent the distribution of attentional resources across the
different outputs.

Complex-Cue Condition: A Multiple-Band Model
Finally, we tried fitting a model to the complex-cue

data. Although their slopes and thresholds were not sig-
nificantly different from those for the relative-cue con-
dition, the data could not be fitted in the same way—that
is, by linearly increasing the filter width parameters of
the model of the iconic-cue condition. The slopes were
significantly underestimated [slopes, Mtheo = 0.0480,
t(7) � 5.20, p < .01]. (Remember that there are differ-
ences between the two cue conditions, as has been shown
above with the raw data across subjects.) Therefore, a
multiple-band model was applied. That complex cues in-
duce multiple-band listening has already been suggested
by Schlauch and Hafter (1991).

Since the complex cues consisted of five components
and did not include the signal frequency, we assumed a

z
h g E N

a T h g W b h g E N
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model with six bands, each possessing the width and
threshold parameters of the respective signal band,
which were taken from the model of the relative-cue
condition. Ideal weights hi (see Equation 10) were as-
sumed for the signal band and a linearly related weight
hi

comp for all cue-component bands with free parameters
a and b:

hi
comp = ahi � b. (13)

As for the no-cue data, two additional parameters a*
and b* were used to modify the variance attributable to
the filter widths. The z value for each i�1, . . . , 8 in this
case is

(14)

With these four free parameters, the eight psychome-
tric functions fitted well [� 2 (35) = 10.9, p > .995] and
produced no significant differences [slopes, Mtheo =
0.0563, t (7) � 2.29, p > .05; thresholds, Mtheo = 1.54,
t(7) � 0.05, p > .96].

The obtained parameters are a � 0.471, b � 0.0048,
and a* � 0.377, b* � �0.784.

Conclusions
In Figure 2, the pooled data and the theoretic psycho-

metric functions averaged across frequencies are shown.
As can be seen, the fits are quite good. Estimating the
slope and threshold parameters in the same way as for
the empirical data produces the values given in the last
row of Table 1, which are rather close to their empirical
counterparts.

To sum up, our analysis shows that frequency uncer-
tainty (with no cues) leads to multiple-band listening.
Our results are compatible with the idea that a weighted

z
h E N

a h W T h W T b h E N

i s

i i i i i s

=
+ + +

/

*[ ( ) ] * /
.0

2 2 2
010 2 2comp

sum of the outputs of the individual bands, which corre-
spond to the possible frequencies, is utilized as decision
variable. Also, complex cues lead to multiple-band lis-
tening. Presentation of iconic or relative cues induces
utilization of single auditory filters with iconic cues
causing smaller bandwidths.
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