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It is widely  assumed that  supervisory or  attentional control  plays a role only  in the preparatory  
reconfiguration of the mental system in task shifting. The well-known fact that residual shift costs are still 
present even after extensive preparation is usually attributed to passive mechanisms such as cross talk. 
The authors question this view and suggest that attentional control is also responsible for residual shift 
costs. The authors hypothesize that, under shift conditions, tasks are executed in a controlled mode to 
guarantee reliable performance. Consequently, the control of 2 task components should require more  
resources  than  the control of only 1.  A series  of  4 experiments  with 2-component tasks  was  conducted  
to test  this hypothesis. As expected, more  residual shift costs were observed  when 2 components rather  
than 1 varied across trials. Interference  effects  and  sequential  effects could  not account for these results. 
 

 
 

Although much research effort has been put forth during the last 
few decades in investigating mental control (for overviews see, 
e.g., Egeth & Yantis, 1997; Johnston & Dark, 1986; Kinchla,  
1992), the specific mechanisms and the interactions between  
stimulus triggered processes and voluntary control are still largely 
unknown. This holds as well for higher executive mechanisms that 
coordinate and control shifting between different tasks (e.g.  All-
port, Styles, & Hsieh  1994; Logan, 1985; Meiran, 1996; Monsell, 
1996; Norman & Shallice, 1986; Rogers & Monsell, 1995; Shal- 
lice, 1994) and that are the topic of the present article. Neverthe-
less, several promising concepts have been proposed (cf. Badde-
ley, 1986; Norman & Shallice, 1986; Shallice & Burgess, 1996; 
Shiffrin & Schneider, 1977). For instance, Norman and Shallice 
(1986) developed, from a neuropsychology perspective, a widely 
acknowledged model in which it is assumed that external stimuli 
automatically activate well-learned action schemas. When several 
schemas compete for selection, a so-called contention-scheduling 
mechanism resolves this conflict. However, in situations in which   
a goal -specific schema must be selected against strong competi- 
tion, contention scheduling is not sufficient, and voluntary or    
endogenous control is necessary. It is assumed that this type of 
control is exerted by a supervisory attentional system (SAS) that 
affects the selection of schemas indirectly by biasing their      
activation. 
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The SAS and similar concepts assume that supervisory control  
is accomplished by a unitary system of limited capacity that    
operates serially. One experimental paradigm that seems suited for 
investigating such issues is task shifting ( e.g. Jersild,1927; Rog- 
ers & Monsell, 1995; Spector & Biederman, 1976), which has been 
considered as the prototype of situations requiring endogenous 
control (e.g. Logan, 1985; Meiran, 1996). In respective studies, 
participants must alternate between different tasks across trials. 
Usually, this produces costs with respect to response times and 
errors relative to nonalternate conditions.  

Recently, however, Allport et al. (1994)  questioned whether a 
unitary supervisory control mechanism is involved in task shifting. 
They derived and tested two predictions. First, when supervisory 
control is capacity limited, controlling two components of a task 
should require more resources than controlling only one compo-
nent. Second, the control of difficult tasks should c onsume more 
capacity than the control of easier ones. Although most task-shift 
studies have applied simple tasks, Allport et al. had to use tasks 
with two components to test their first prediction. Their partici-
pants worked through lists of alternating tasks or stimulus dimen-
sions. Odd-even and less-greater judgments served as tasks, 
whereas group size and the value of a set of identical numerals 
served as dimensions. First of all, Allport et al. observed that  
shifting between tasks produced about the same costs as shifting 
between stimulus dimensions. However, concurrent shifts between 
both tasks and dimensions produced no extra costs relative to shifts 
of a single component. This result  seemed to contradict their first 
prediction. 

With respect to the second prediction, Allport et al. (1994)     
examined shifts between difficult and less difficult tasks. For  
instance, they varied task difficulty by manipulating the symbolic 
distance in numeric comparisons. As a result, task-shift costs did 
not depend on task d ifficulty, which was regarded as incompatible 
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with the  assumption of a capacity  limited control system. Allport  
et al. admitted that the result could also be explained by a stagelike 
process in which mental control first shifts between tasks and then 
allocates its capacity to task execution. However, they rejected this 
alternative account, because the assumption that mental control 
operates strictly serially contradicted their result that concurrent 
shifts produced the same amount of costs as shifts of a single 
component. Thus, Allport et al. concluded that a unitary control 
system is not involved in task shifting. 

Furthermore, Allport et al. (1994) observed that even consider-
ably prolonged intertrial intervals could not prevent shift costs. 
From this, they inferred that the costs usually observed in task-shift 
studies were not due to a task-shift stage that had to be completed 
before execution. Rather, they proposed that the costs were caused 
by proactive interference. That is, the stimulus – response (S-R) 
mappings of what they called the “old instruction set” are still 
active after a shift and compete with the mappings of the actual 
task. This competition produces interference and, consequently, 
slows responses. Because Allport et al. found that the proactive 
interference from the old task dissipates relatively slowly and 
gradually over several trials, they called this phenomenon task-set 
inertia. 

The results of Allport et al. (1994) are rather disappointing for 
someone who hopes to gain insight into supervisory control mech-
anisms from task-shift studies. However, strictly speaking, Allport 
et al. described the consequences of task-set shifting rather than its 
mechanisms. Moreover, we  show in the present article that their 
conclusions are not justified, because they considered only a   
restricted set of experimental conditions. Furthermore, Allport et 
al.'s account is rather vague. For instance, it remains unclear   
exactly how and where proactive interference takes place. The 
assumption that it is caused b y competing S-R mappings seems 
inappropriate for explaining shift costs. For instance, when stimuli 
are compatible - that is, both trigger the same response - they 
should facilitate responses or, at least, not impede them. However, 
shift costs occur also for compatible stimuli. 

This discrepancy has been resolved by Rogers and Monsell 
(1995), who investigated shift costs by examining sequential ef-
fects. Their participants had to work through different tasks that 
were presented as alternating runs. Shift costs were defined as the 
performance reduction on shift trials relative to nonshift trials. The 
fact that considerable shift costs were also observed for response-
compatible stimuli led Rogers and Monsell to distinguish between 
cross talk  and task cuing. Cross talk is defined as interference 
between S -R mappings, whereas task cuing refers to interference 
between task sets or control schemas. In principle, both types of 
interference can be more or less proactive and related to the inertia 
of corresponding processes. However, unlike Allport et al. (1994), 
Rogers and Monsell found that  performance improved only be-
tween the first and second trials of a run, which they regarded as 
incompatible task-set with inertia. Nevertheless, their experiments 
also showed that shift costs could not be eliminated by increasing 
the intertrial interval.  

To account for their results, Rogers and Monsell (1995) pro-
posed a two-component model of task-set shifting. One component 
comprises endogenous control, which partly reconfigures the cog-
nitive system according to the new task. The other component 
consists of stimulus-triggered processes (i.e., exogenous control,) 
that inhibit processes previously activated for executing the old  

task and  complete the reconfiguration. The latter part of the model 
is called the stimulus-cued completion hypothesis. Thus, contrary 
to Allport et al. (1994), Rogers and Monsell assumed a prestimulus 
control stage in which the mental system is partly reconfigured 
before task execution. Because this stage is not sufficient for 
explaining shift costs, they assumed that the residual portion of the 
costs is due to stimulus-driven control processes, whose duration 
depends on the amount of proactive interference; however, this 
interference is caused not only by competing S - R mappings (cross 
talk) but also by competing task sets (task cuing). 

A similar account has recently been proposed by Rubinstein, 
Meyer, and Evans (in press). They used a production-system  
architecture and also assumed two stages: goal shifting and rule 
activation. Goal shifting can occur in the preparation phase, 
whereas rule activation takes place after stimulus identification.  

Taken together, these results suggest that it is appropriate to   
differentiate between two different types of control processes 
involved in task shifting (see also Meiran, 1996). The first type 
relates to preparation and anticipatory reconfiguration of the men-
tal system with respect to the new task, whereas the second type 
concerns control that takes place after the arrival of the new  
stimulus. According to Rogers and Monsell (1995), the latter   
control type is necessary to resolve the conflict between the old 
and new task sets or to complete the reconfiguration of the mental 
system. Similarly, Rubinstein et al. (in press) assumed that stim- 
ulus features help to activate the appropriate rules and  deactivate 
the old ones.  

An important question is whether both control types are super-
visory processes. Some researchers sort exclusively the first type 
into this category (e.g., Meiran, 1996; Rogers & Monsell, 1995). 
For instance, Meiran (1996) proposed two necessary criteria for 
identifying supervisory control processes: First, they must be spe-
cifically related to the process of task-set shifting, and, second, 
control commands must precede task execution. Therefore, these 
researchers focus mainly on costs for anticipatory reconfiguration 
and show little interest in residual shift costs. However, it is    
questionable that this restricted view is appropriate. For instance,   
it is conceivable that supervisory control also takes place during 
task execution. Indeed, it has widely been accepted that such 
control is required during the execution of novel tasks. Why should 
this not hold also for execution after a task shift? This question is 
examined in the present article. We report a series of experiments 
in which we investigated the idea that residual shift costs reflect,   
at least partly, the involvement of supervisory control. Specifi-  
cally, we tested the attentional control hypothesis (AC hypothesis), 
which is based on the “controlled processing” approach of Shiffrin 
and Schneider (1977; Schneider & Shiffrin, 1977) and according to 
which task execution requires more attentional control under shift 
conditions than under nonshift conditions.  

As did Allport et al. (1994), we used two-component tasks and 
predicted that more attentional control is necessary when both 
components have to be shifted than when one has to be shifted. At 
first glance, this seems to contradict the results of Allport et al., 
who found no extra costs for concurrent shifts of tasks and stim-
ulus dimensions. However, the generality of their results is r e-
stricted, because in their experiment each task was uniquely linked 
to a specific stimulus d imension. Here we provide data indicating 
that the results are different when tasks and dimensions vary  
independently. 
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Again following Allport et al. (1994), we investigated concur- 
rent shifts between stimulus dimensions and tasks; tasks were   
odd-even and less-greater judgments. However, instead of group 
size and the value of a group of numerals, the global and local 
levels of compound numbers (see Figure 1) served as stimulus 
dimensions. It is known that shifts between the levels of such 
hierarchical stimuli produce costs (e.g. Hübner, 1997, 2000; Rob-
ertson, 1996; Ward, 1982). Thus, in our experiments the partici-
pants had to extract a numeral from the prespecified level and 
classify it according to the required task.  

To make the possibly involved mental structures and pathways 
more explicit, we designed a theoretical framework with respect to 
our tasks. One method would have been to use a production-  
system architecture as, for instance, in Rubinstein et al. (in press). 
However, we preferred a network structure that bears close resem- 
blance to connectionist models (e.g., Cohen, Dunbar, & McClel-
land, 1990). The outline of our framework can be seen in Figure 2. 
Each combination of level and task corresponds to a certain    
pathway,  considered as a specific S-R mapping. Consequently, a 
stimulus that activates more than one pathway causes cross talk. 
Furthermore, without endogenous control the response is deter-
mined by the strongest pathway. Thus, to allow goal-directed  
behavior, control units were added that biased the activation in the 
task-relevant pathway. This type of control was adopted from 
Cohen et al. (1990). Although details of the model have been  
criticized (Kanne, Balota, Spieler, & Faust, 1998; Mewhort,   
Braun, & Heathcote, 1992), two aspects are particularly important 
for our objective. First, the activation of the control nodes (i.e., 
effort), is maintained throughout task execution. Second, the need 
for control is not all or none. Rather, Cohen et al. emphasized that 
tasks reside along a continuum between automatic and controlled. 

How can shift costs be explained in our framework? One pos-
sibility would be to assume that task shifts increase the cross talk 
between the competing pathways (S-R mappings) and, conse-
quently, the response times as well (cf. Allport et al., 1994). On the 
other hand, according to Rogers and Monsell (1995), a stimulus  
also activates irrelevant control units on shift trials, which 
produces costs. To enable such task cuing, one would have to add 
connections between the input and control units. In a modification 
of the Cohen et al. model, Cohen and Huston (1994) implemented 
such connections as well as connections between the control units. 
Although we assume similar connections in our framework, they 
were, for simplicity, omitted in Figure 2.  

Finally, a third explanation is given by our AC hypothesis,       
according to which attentional control effort during task execution 

is increased under task shifting. As suggested by our framework, 
we assume that task execution proceeds sequentially. First, the 
numeral at the relevant level is extracted, and then the relevant task 
is selected and performed. We further assume that each of these 
selection or decision steps requires more or less attentional control. 
More control is required when the selections vary across trials, 
such as, when the local numeral has to be selected on some trials 
and the global one on others. Additional control is necessary when 
there is cross talk, that is, competition from nonselected informa-
tion. In any case, the amount of attentional control is adjusted so 
that the mental system is capable of executing the current task 
reliably. 

This account can also easily explain why there are no extra shift 
costs for concurrent shifts when dimensions and tasks are uniquely 
linked. Because the selected level determines the relevant task, the 
corresponding control nodes are strongly associated. Therefore, 
activating the control node for the selection of the relevant level 
also activates the associated task control node. Consequently, task 
selection occurs automatically with level selection and requires no 
extra control. In other words, only one decision step is required in 
conditions with uniquely linked levels and tasks. It follows from   
this explanation that task selection requires an additional con- 
trolled selection step when levels and tasks vary independently 
across trials. Accordingly, residual shift costs should increase. This 
prediction was tested in Experiment 1. 

Experiment 1 

The first experiment was conducted to test the hypothesis that 
there are extra residual  costs for shifts between independent task 
components relative to conditions with one variable component 
and two linked components. Therefore, in addition to the condi-
tions used by Allport et al. (1994), we included blocks of trials in 
which tasks and levels varied independently. Furthermore, we used  
a slightly different procedure. In the experiments of Allport et al., 
the participants had to work through lists of alternating tasks in a 
self paced manner. They had to respond verbally, and the depen-
dent variable was list completion time. Therefore, costs for prep- 

 

 
Figure 1. Examples of the compound numerals used as stimuli in the 
experiments. 

 

 
 
Figure 2. The structure of our tasks and possible involved processing 
stages and pathways. The different arrow types represent the flow of 
activation for specific examples (see text). 
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aration and those for execution were mixed. Here the partic ipants 
had to respond manually, and the latencies for the individual     
stimuli were registered. Moreover, in shift conditions, tasks or 
dimensions (or both) were randomized within a block of trials and 
indicated by cues. To separate preparation from execution, the 
participants could inspect the cues as long as they wanted before  
the next stimulus was presented. The duration of this interval, 
labeled “preparation time”, was registered. Our approach is similar 
to that of Dixon (1981) and  Dixon and Just 1986). They assumed 
that such an interval reflects the time required for selecting an 
attention algorithm. 

 

Method 

Participants 

Ten participants (5 male and 5 female), who ranged in age from 23 to 39 
years, took part in the experiment. All were right-handed (by self report)  
and had normal or corrected-to-normal vision. 

Apparatus 

The stimuli were presented on a 19-in. (48-cm) color monitor connected 
to a personal computer  that also controlled stimulus presentation and 
response registration. 

Stimuli 

Stimuli were compound numerals whose global shape was constructed 
from identical local numerals in a 5 ×5 grid. At a viewing distance of 127   
cm, the global numerals extended a visual angle of 1.71° horizontally        
and of 2.34° vertically, and the local numerals extended 0.23° and 0.34°, 
respectively. The stimuli were white (82 cd/m2) on a black (0.314  cd/m2) 
background. Exa mples of the stimuli can be seen in Figure 1. The  numerals 
ranged from 2 to 9. When all values for the two target levels were  
combined, there were 64 different stimuli. 

Procedure 

The participants had to decide whether the numeral at the given target 
level was odd or even, or whether it was less than or equal to 5,or greater 
than or equal to 6,and they had to respond by pressing one of two response 
buttons with the index or middle finger of the same hand.  Mapping of the 
response categories to the keys (or fingers) was counterbalanced across 
participants. Each trial began with the appearance of a cue that was 
centered on the screen and could have one of two forms and one of two 
sizes. The odd-even task was indicated by an ellipse and the less-greater 
task by a square, whereas the target level was indicated by the size of the 
cue, which corresponded to that of the global stimulus shape or to that of 
one local element. For instance, a small ellipse indicated that the odd-even 
task had to be performed with the value of the local numerals. 

After the participants had initiated the trial by pressing a start key with 
the hand that was not used for responding to the target stimuli, a blank 
screen appeared for 400-500 ms, followed by the stimulus, which was 
exposed randomly 1°  (measured to the center of the stimulus) left or right 
of the fixation point for 133 ms. The cue for the next trial appeared 1,000    
ms after the r esponse and remained on the screen until the participants 
pressed the start key again. Errors were si gnaled by a tone. 

There were five different shift-mode conditions, arranged in blocks as 
follows. The first condition comprised four different blocks (each of 64 
trials) in which  task as well as target level remained constant. In one of the 
blocks the odd-even  task was required for the global target level, whereas 

in another block the same task had to be performed for the local level.  
There were two corresponding blocks for the less-greater task. 

The second condition consisted of two blocks (each of 128 trials) in 
which the target level was fixed but the tasks were randomized. In one  
block the targets occurred always at the local level, and in the other they 
occurred always at the global level. The third condition consisted of two 
blocks (each of 128 trials) in which the task was constant but the target 
levels were randomized. In one block the odd-even task was always 
required, and in the other block the less-greater task was always required. 

The fourth condition comprised only one block (of 256 trials) in which 
the tasks as well as the target levels were randomized independently.  
Finally the fifth condition consisted of two blocks (each of 128 trials) in 
which tasks and levels varied together. That is, in one block, the less-
greater task and the odd-even task were linked to the local level and the 
global target level, respectively. In the other block, the combination was 
reversed. This condition corresponded to the “shift both” condition in 
Experiment 1 of Allport et al. (1994). 

The last 4 blocks were divided into experimental blocks of 64 trials each. 
Thus, altogether, there were 20 experimental blocks, which were distributed 
over two  1-hr main sessions. Each block type occurred once in each 
session, and the order of blocks within each session was randomized. There 
was also a preliminary training session, in which one block of 32 trials for 
each shift-mode type was run. Altogether, there were 1,280 experimental 
trials for each participant. 

Results 

Response Times 

Only the latencies of correct responses were entered into the data 
analysis. To assess the effects of task and level shifts and their 
interaction, we examined mean latencies using analyses of vari- 
ance (ANOVAs). Initially, we conducted a two way ANOVA with 
repeated measurements on the task mode (constant or randomized), 
and level mode (constant or randomized) variables the data for the 
condition involving the independent tasks and levels were used       
as task-randomized/level-randomized data set. 

The analysis revealed a significant main effect of task mode,   
F(1, 9) = 20.16, p < .01, MSE = 691.2. Constant tasks led to     
faster judgments (M = 556 ms) than randomized ones (M = 594  
ms). Also, the level -mode variable was significant, F(1, 9) =     
41.71, p < .001, MSE = 575.6. Responses under a constant target 
level were faster (550 ms) than responses under randomized levels 
(599 ms). Most important, the interaction between task mode and 
level mode was far from significance (p =  .37). The data are  
shown in Figure 3. 

On the other hand, when we used the data for the condition with 
linked tasks and levels as task-randomized/level -randomized data  
set, the main effects remained significant, but the interaction   
between task mode and level mode was also significant, F(1,          
9)  =  7.62, p  <  .05,  MSE = 440.6. When tasks and levels varied  
in a linked manner, the response times were similar to those in the 
slowest single-shift condition (i.e., where merely the target level 
varied; 588 ms vs. 583 ms).  

Preparation Times 

Preparation times were analyzed in the same way as response 
times. First, we computed a two-way ANOVA with repeated  
measurements on the task mode (constant or  randomized) and   
level mode (constant or randomized) variables. The data for the 
condition in which tasks and levels varied independently were      
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Figure 3 . Results of Experiment 1. Top: Response times and errors for 
the different shift conditions. Bottom: Preparation times. 

 
used as task-randomized/level -randomized data set. The analysis 
revealed a significant main effect of  task mode, F(1, 9) = 19.02,     
p < .01, MSE = 35,541. Mean preparation time for constant tasks 
was shorter (M  = 525 ms) than that for randomized tasks (M =  
781 ms).    Also,   the  level-mode  variable   was    significant,   F( 1,         
9) = 12.81, p < .01, MSE = 36,274. The participants spent less 
preparation time for constant levels (545 ms) than for randomized 
ones (761 ms). As was the case with response times, the interaction 
between the two variables was far from significance ( p  = .418). 

However, when we entered the data for the condition in which 
tasks and levels were linked into the analysis, the interaction  
between task mode and level mode was significant, F(1, 9) = 8.23,  
p < .05, MSE = 22,765. In this case, the preparation times for the 
concurrent shifts were similar to those when only the target level 
was randomized (647 ms vs. 643 ms). Preparation time data are  
also shown in Figure 3. 

Error Rates 

On average, errors occurred only on 4% of the trials. Because 
they pointed in the same direction as the response time data, they 
were not analyzed further. 

Discussion 

The results show that residual shift costs for linked tasks and 
dimensions were similar in amount to those in conditions in which 

only a single component varied. Thus, despite our different dimen-
sions and other methodological differences, we replicated Allport    
et al.'s (1994) result in this respect. However, our data clearly   
show that independently varying tasks and levels produced more 
shift costs than linked components. Moreover, the costs for task 
shifting and for dimension shifting were additive. These results 
support our AC hypothesis. The selection of two independent 
components during task execution requires additional attentional 
control and, consequently, increases  residual shift costs.  

Interestingly, the time spent by the participants on preparation 
mirrored the pattern of their response times. Also, preparation time 
increased under shift conditions, and the effects of the individual 
shift conditions summed for independent task and dimension     
shifts. Thus, increasing  preparation time did not prevent additional 
shift costs, which is in line with our hypothesis.  

The question arises as  how to the extra shift costs are distributed 
across trials in the independent condition. In this respect, it is 
important to note that our trial sequences were different from those 
of Allport et al. (1994). Because they used alternating tasks, their 
participants had to shift on every trial. In our experiment, the trials 
were randomized. Thus, in the linked condition, either no shift was 
required from one trial to the next or a concurrent shift was    
required. In conditions with independent components, there were 
trials with no shift, trials with a single-component shift, and trials  
with concurrent shifts. It is possible that, in this condition, task 
execution required more control only on trials on which two   
components had to be shifted. In this case, the concurrent-shift trials 
were responsible for the additional costs. However, it is also 
conceivable that overall performance was reduced in the indepen-
dent condition. For instance, task execution could have proceeded   
in a highly controlled mode irrespective of whether a single    
component or a concurrent shift was required on a specific trial.  
The question of which of these possibilities holds  was tested in the 
next experiment. 

Thus far, our data are in line with the AC hypothesis. However, 
this does not imply that they could not be explained by alternative 
accounts. For instance, if we regard the number of activation  
patterns across the involved control units, then it is obvious that   
four patterns compete in the independent condition, as compared 
with two patterns in the linked condition. Therefore, the additional 
shift costs could be due to an increased amount of task cuing (cf. 
Rogers & Monsell, 1995). Furthermore, because the number of 
control patterns corresponded to the number of involved pathways 
(see Figure 2 ), the number of competing pathways also increased   
in the independent condition. Thus, according to the proactive-
interference hypothesis (Allport et al., 1994), this might have 
increased the amount of cross talk and, consequently, shift costs. 
These considerations show that there are several potential sources 
that might have contributed to the additional residual shift costs in  
the independent condition. Whether there is a contribution of cross 
talk was examined in the next experiment. 

 

Experiment 2 

In Experiment 2, we investigated the contributions of concurrent 
shifts and of cross talk to the extra residual shifts for independently 
varying tasks and dimensions. To examine the effect of concurrent 
shifts, we included a condition in which tasks and target levels  
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_________ 
    1 Actually, there is also level-task consistency. This type concerns the     

response tendency triggered by the numeral at the irrelevant level with 
respect to the irrelevant task. However, for simplicity, and because we 
expected small effects, we did not examine this  type of interference. 

 

varied independently but no concurrent shifts occurred. If the extra 
costs observed in the previous experiment were due to concurrent 
shifts, then they should be reduced in this condition. 

If cross talk is responsible, at least in part, for the extra costs,  
then there should be more cross talk in the independent condition 
than in the linked condition. To test this prediction, we examined 
consistency effects. As can be seen in Figure 2, there are different 
possibilities of how the pathways can interfere, each of which 
corresponds to a specific consistency type. Here we consider only 
two of these types: Task consistency and level consistency.1 Level 
consistency concerns response-compatibility relations between the 
levels of a stimulus. Specifically, a stimulus was regarded as level 
inconsistent if the numerals on the two levels were response 
incompatible with respect to the required task; otherwise, it was 
regarded as level consistent. On the other hand, task consistency 
concerns the response-compatibility relation between the tasks for a 
given level. Accordingly, a stimulus was defined as task incon- 
sistent if the numeral at the relevant level was response incompat-
ible with respect to the two tasks; otherwise, it was defined as task 
consistent.   

The different consistency types can be understood by inspecting 
Figure 2. A specific example is indicated by the different arrow 
types. Assume that the task is a less-greater judgment with the 
numeral at the local level (8). The appropriate pathway is indicated 
by the large arrows. In this example, the stimulus is level 
inconsistent, because the numerals on both levels map to different 
responses (3 is less, and 8 is greater). The competing pathway is 
indicated by the dashed arrows. On the other hand, the stimulus is 
task consistent, because both judgments with the numeral at the 
relevant level  (8 is even and greater) map to the same response. 
The respective facilitatory activation flow is represented by the 
stippled arrows. We consider the difference between the perfor-
mance for consistent stimuli and the performance for inconsistent 
stimuli as a measure of cross talk. It bears mention that, in Allport  
et al. (1994), all stimuli were inconsistent. 

A closer look at the number of shift trials in the different blocks 
reveals a confounding in Experiment 1 that needs to be addressed. 
In a block of trials for the linked condition, we expect a shift on 
about 50% of the trials. This is the same for blocks with single -
component shifts. However, when both components vary indepen-
dently,  we expect a shift on about 75% of the trials: pure d imen- 
sion shifts on 25% of the trials, pure task shifts on 25% of the    
trials, and concurrent shifts on 25% of the trials. At least for level 
shifts, Lamb, London, Pond, and Whitt (1998) have shown that the 
frequency also of shifting can be an important variable.Thus, because 
shift frequency also could have increased the shift costs in the 
independent condition, this issue was addressed in the next 
experiment. 

Altogether, four variables were manipulated in Experiment 2.  
One variable concerned the shift mode: One condition was iden- 
tical to the randomized mode in the previous experiment, a second 
condition was identical to the linked mode, and a third condition   
was identical to the first one, except that no concurrent shifts 
occurred. The second factor concerned the number of shifts within  
a block of trials. There were two shift frequencies: 50% and 75%. 
The third and fourth variables concerned task consistency and    
level consistency, respectively. 

Method 

Eight participants (2 male and 6 female), who ranged in age from 19         
to 38 years, took part in the experiment. All were right-handed (by           
self-report) and had normal or corrected-to-normal vision. The apparatus 
and the procedure were the same as in the previous experiment.  

Two types of consistency were considered: level consistency and task 
consistency. With respect to level consistency, a stimulus was considered 
consistent if, for the relevant task, the numerals at both levels belonged to 
the same response category; otherwise, it was defined as inconsistent. 
Concerning task consistency, a stimulus was regarded as consistent if both 
tasks led to the same response for the numeral at the relevant level; 
otherwise, it was considered inconsistent. 

The trial sequences were produced in advance and edited such that the 
different requirements were met. Different exemplars for each condition  
were constructed and assigned randomly to the participants. Both combi -
nations of task and level were realized for the linked condition. Twelve 
blocks of 80 trials each were distributed over two 50-min sessions. Alto-
gether, there were 40 trials for each of the 24 conditions. The order of 
experimental blocks was random for each participant, except that a block 
could not be repeated. A preliminary training session involved approxi-
mately seven blocks of 40 trials each. 

Results 

Response times 

The latencies of correct responses were entered into a four-way 
ANOVA with repeated measurements on shift mode (randomized,  
linked, or randomized without concurrent shifts), shift frequency 
(50% or 75%), task consistency (consistent or inconsistent), and 
level consistency (consistent or inconsistent).  The analysis re- 
vealed a significant main effect of shift mode, F(2, 14) = 12.01,       
p < .001, MSE = 340.0. Responses in the linked condition were 
faster (M = 575 ms) than those in the other two conditions (M =   
589 ms for randomized and M = 587 ms for randomized without 
concurrent shifts). Shift frequency had no significant effect (p = 
.695). The data are shown in Figure 4. 

Also the task-consistency and level-consistency variables were 
significant, F(1,7) = 48.24, p < .001, MSE = 4,736, and  F(1,           
7) = 24.46, p < .01, MSE = 459.8, respectively. However, there   
was no reliable interaction between consistency and task mode.    
The task-consistency effects were 67 ms for the linked condi-     
tion, 71 ms for the randomized condition, and 69 ms for the   
condition without concurrent shifts. The corresponding level-
consistency effects were 13 ms, 10 ms, and 24 ms. The effects of 
both consistency types were almost perfectly additive: 79 ms in the 
linked condition, 81 ms in the randomized condition, and 93 ms in   
the condition without double shifts.   

Preparation Times 

An ANOVA for the first two variables  was also computed for  
preparation times. This analysis revealed a significant main effect   
of shift mode, F(2, 14) = 5.76, p < .05, MSE = 33,280. The      
participants spent less time on preparation in the linked condition   



                                                                                    ATTENTIONAL CONTROL                                                                          446 

0
2
4
6
8
1 0

E
rrors (%

)

50% 75%
550

560

570

580

590

600

610

 Randomized

 Without concurrent shif ts

 L inked

Percentage of shif t  tr ials

R
es

po
ns

e 
Ti

m
e 

(m
s)

 
Figure 4 . Results of Experiment 2. 

(M = 815 ms) than in the other two conditions (M = 924 ms for 
randomized, and M = 880 ms for randomized without concurrent 
shifts). Frequency had no reliable effect (p = .729).  

Error Rates 

On average, the error rate was 3.62%. Because there was no 
indication of a speed-accuracy trade-off (see Figure 4), error rates 
were not analyzed further. 

Discussion 

First of all, shift frequency had no effect and therefore cannot 
explain the results of Experiment 1. This is at odds with the results 
of Lamb et al. (1998), who did find effects of shift frequency. 
However, they considered frequencies of 0%, 50%, and 100%, 
which covered a range  considerably larger than that in our exper-
iment. Moreover, they examined only shifts between levels. These 
differences could be responsible for the discrepant results.  

Concerning the additional shift costs for independent compo-  
nents relative to linked ones, our results demonstrate that concurrent 
shifts as such are not responsible. The costs remained similar,    
even when no concurrent shifts were required in a block of trials. 
This indicates that overall performance was reduced when tasks  
and levels varied independently. That this reduction was not due to 
an increased amount of cross talk between the involved pathways   
is obvious by the fact that the consistency effects were similar for 
independent and linked components.  

Together, these results are in line with the AC hypothesis. They 
indicate that task execution generally required more attentional 
control in the independent condition. This suggests that the par-
ticipants worked through an obligatory two-step attentional selec- 
tion process on each trial. This would also explain why frequency 
had no effect. Moreover, because concurrent shifts did not con-
tribute to the extra shift costs, it follows that the sequential effects 
should be similar for concurrent and single-component shifts. To  
test this prediction, we examined sequential effects in the next 
experiment. This also offered the opportunity to test Rogers and 
Monsell's (1995) hypothesis that sequential shift costs occur only   
on the first trial of a run.  

That cross talk did not vary with shift costs is surprising,    
because we know that both effects can covary considerably. For 
instance, cross talk usually increases in conditions with random-   
ized components relative to constant ones (e.g. Hübner, 1997,   
2000). To examine whether this also held for the present case, we 
included constant conditions in the next experiment and compared 
the corresponding consistency effects and shift costs with those in 
randomized conditions. 

To examine sequential effects reliably in the different condi-  
tions, we had to collect a large amount of data. Therefore, to keep 
the experimental effort within our limits, we did not include a 
condition with linked components. However, our data allowed us    
to examine responses to individual tasks and levels separately. 
Particularly interesting in this respect are dominance relations.    
With respect to levels, responses to the global level are usually  
faster than those to the local level, and the interference from global 
to local is larger than vice versa (cf. Hübner, 1997; Navon, 1977). 
Similarly, less-greater judgments are usually faster than odd-even 
judgments, and there is a corresponding interference asymmetry 
(e.g., Allport et. al. 1994; Sudevan & Taylor, 1987). How does 
dominance affect shift costs? Allport et al. found in one of their 
experiments that shifts from a difficult to an easy task produced 
more costs than vice versa. They explained this counterintuitive 
result by assuming that a nondominant S-R mapping requires a 
strongly imposed task set so that  active disengagement is neces- 
sary for shifting to a dominant task. To investigate this issue, we 
considered dominance relations in the next experiment. According to 
our AC hypothesis, more control effort should be required for 
executing a nondominant task against the competition of a domi- 
nant one than vice versa.  

Experiment 3 

Method 

Twelve participants (6 male and 6 female), who ranged in age from 23     
to 39 years, took part in the experiment. All were right-handed (by           
self-report) and had normal or corrected-to-normal vision. The apparatus 
and the procedure were the same as in Experiment 1. However, additional 
variables were introduced. In all, six experimental variables  were consid-
ered: task (odd-even or less-greater), level (local or global), task mode 
(constant or randomized), level mode (constant or randomized), task con-
sistency (consistent or inconsistent), and level consistency (consistent or 
inconsistent). Together, there were 64 different conditions, arranged in the 
same manner as the first four block types in Experiment 1. Here, however, 
the number of trials was doubled. Accordingly, there were 128 trials in   
each of the 16 experimental blocks, distributed over four 1-hr main  
sessions. Each block type occurred once in each session, and the order of 
blocks within each session was randomized. In addition, there was a 
preliminary training session in which 9 different blocks of 64 trials were   
run. Altogether, there were 32 experimental trials for each condition and 
participant (i.e., 2,048 trials for each participant). 

Results 

Response Times 

The latencies of correct responses were subjected to a six-way 
ANOVA with repeated measurements on all variables: task (odd or 
even), level (local or global), task mode (constant or randomized), 
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level mode (constant or randomized), task consistency (consistent   
or inconsistent), and  level consistency  (consistent or inconsistent). 

Task mode and level mode.  We first present the main results 
concerning the task-mode and level-mode variables. The analysis 
revealed a reliable effect of task mode, F(1, 11) = 14.63, p < .01, 
MSE = 73,880. Faster responses occurred with a constant task than 
with variable ones (M = 594 ms vs. 670 ms). A similar result      
was obtained for level mode (587 ms vs. 677 ms), F(1, 11) = 25.3,   
p < .001, MSE = 60,511. As can be seen in the upper panel of  
Figure 5, there was no interaction between these two variables. 

Target level and level consistency. The analysis also revealed   
a significant main effect of target level,  F(1, 11) = 9.10, p < .05, 
MSE = 21,813. As expected, responses to the global target level 
were faster (M = 616 ms) than those to the local level (M = 648 
ms). Also, the level-consistency factor was significant F(1,           
11) = 21.59, p < .001, MSE = 1,327. Latencies for consistent    
stimuli were shorter (626 ms) than those for inconsistent stimuli  
(638 ms). However, there was a significant interaction between 
level and level consistency, F(1, 11) = 7.22, p < .05,                   
MSE = 1,019. As can be seen in the left panel of Figure 6, the 
difference between the latencies for consistent and inconsistent  
trials was smaller for the global level (6 ms) than for the local one 
(18 ms).  

Task and task consistency. The main effect of task was sig-
nificant, F(1, 11) = 15.41, p < .01, MSE = 10,971. Less-greater 
judgments were faster (M = 617 ms) than odd-even ones (M =    
647 ms). Also task consistency had a reliable effect (599 ms vs.  
665 ms), F(1, 11) = 97.42, p < .001, MSE = 8,491. However,     
there was a significant interaction between task consistency and 
task, F(1, 11) = 11.37, p < .01, MSE = 3,769. As shown in the    
right panel of Figure 6, the effect of task consistency was smaller 
for the less-greater task (50 ms) than for the odd-even task          
(80 ms). 

Task consistency also interacted with task mode, F(1,         
11) = 20.86, p < .001, MSE = 2,791. The task-consistency effect 
was smaller in constant-task conditions (49 ms) than in conditions 
with randomized tasks (89 ms). In addition, task consistency was 
affected by level mode, F(1, 11) = 16.62, p < .01, MSE = 237.5. 
Task consistency produced a slightly smaller effect in conditions 
with a constant target level (61 ms) than in conditions with a 
randomized target level (70 ms). 

However, there was also a reliable three-way interaction among 
task consistency,  target level, and level mode, F(1, 11) = 5.38,        
p < .05, MSE = 1,820. Although level mode did not affect task 
consistency for numerals at the global level (67 ms vs. 62 ms), task 
consistency was smaller under a constant level than under random-
ized levels for numerals at the local level (55 ms vs. 79 ms). The 
interaction between task consistency and level mode also de-  
pended on the task, F(1, 11) = 6.37, p < .05, MSE = 290.4. For   
less-greater judgments, the task-consistency effect was similar 
irrespective of  level mode (49 ms vs. 53 ms). However, for       
odd-even judgments, task consistency was increased under ran-
domized levels (73 ms vs. 88 ms). Finally, it should be noted that 
despite the different interactions in which task consistency and   
level consistency were involved, they did not interact with each 
other. That is, their effects were additive. 

Preparation Times 

The preparation times for trials with correct responses were 
entered into a four-way ANOVA with repeated measures on all 
variables: task mode (constant or randomized), level mode (con- 
stant or randomized), task (odd-even or less-greater), and level 
(global or local). Level mode (M = 466 ms vs. 592 ms; F(1,         
11) = 22.96, p < .001, MSE = 132,198), as well as task mode        
(M = 453 ms vs. 605 ms; F(1, 11) = 11.1, p < .01, MSE =    
399,485), had a significant effect. As can be seen in the lower panel 
of Figure 5, the pattern was similar to that of the response times. 

Sequential Effects 

Variable tasks and levels. First, repetition effects were ana-   
lyzed for the condition in which the tasks as well as the levels  
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varied. A four-way ANOVA was computed with the following 
variables: task (odd-even or less-greater), level (global or local),  
task repetition (repetition or nonrepetition), and level repetition 
(repetition or nonrepetition). Only the main effects of the last two 
variables, and their interactions with the other variables are of 
interest. 

Task repetitions (M = 778 ms vs. 797 ms), F(1, 11) = 7.76, p < 
.05, MSE = 2,080, as well as level repetitions  (M = 780 ms vs.    
796 ms), F(1, 11) = 27.10, p < .001, MSE = 455.7, produced 
significant benefits. However, there was an interaction between the 
two repetition types, F(1, 11) = 6.98, p < .05, MSE = 458.6.      
There was a benefit only when both the level and the task repeated. 
In other words,  and as a post hoc comparison revealed, there were 
no extra costs for concurrent shifts relative to the most costly  
single-component shifts, t(47) = 1.26, p = .21.   

Furthermore, the interaction between level repetition and level 
was reliable, F(1, 11) = 8.05, p < .05, MSE = 2,755. The      
repetition benefits were larger for the local level (38 ms) than for  
the global level (6 ms). Moreover, there was an interaction be- 
tween level repetition and task, F(1, 11) = 11.52, p < .01, MSE = 
360.1. The level-repetition benefits were larger for odd-even 
judgments (25 ms) than for less-greater judgments (7 ms). 

Variable levels. A repeated measures three-way ANOVA was 
computed with the following variables: task (odd-even or less-
greater), level (global or local), and level repetition (repetition or  
nonrepetition). In the present analysis, only level repetition and its  
interactions  with the other two variables are of interest. 

First of all, the repetition variable was significant, F(1,               
11) = 13.92, p < .01, MSE = 3,828. Responses on repetition trials 
were faster (M = 662 ms) than those on nonrepetition trials (M = 
709 ms). However, there was an interaction between level repeti-
tion and target level, F(1, 11) = 5.07, p < .05, MSE = 828.1. The 
repetition benefit was larger for the local level (60 ms) than for the 
global one (34 ms). In addition, there was an interaction between 
level repetition and task, F(1, 11) = 15.92, p < .01, MSE = 969.9.   
As can be seen in Figure 7, the level repetition benefit was larger    
in blocks with odd-even judgments (73 ms) than in blocks with    
less-greater judgments (22 ms). 

Variable tasks. Next, we analyzed the conditions in which the 
target level remained constant but the task varied. A three-way 
ANOVA was computed with the variables task (odd-even or     
less-greater), level (global or local), and task repetition (repetition    
or nonrepetition). Here, merely the effect of repetition and its 
interactions with the other variables are of interest. 

The repetition variable was significant, F(1, 11) = 23.18, p <   
.001, MSE = 2,486. Responses on repetition trials were faster       
(M = 655 ms) than those on nonrepetition trials (M = 704 ms). 
However, repetition interacted with task, F(1, 11) = 9.89, p < .01, 
MSE = 591.8. Repetition benefits were larger for odd-even judg-
ments (65 ms) than for less-greater judgments (34 ms). The 
difference can be seen in Figure 7. 

Run Length of Three 

For testing the hypothesis that sequential shift costs occur only on 
shift trials (Rogers & Monsell, 1995), runs of length three were 
analyzed for conditions with single-component shifts. We tested 
whether there was a decrease in response time between Position 2 
and Position 3 of a run. It turned out that there was a significant 

decrease for task, t(23) = 2.79, p < .05, as well as for dimension, 
t(23) = 3.55, p < .01. Data are shown in Figure 7. 

Error Rates 

Errors occurred, on average, in 5.04% of the trials. They largely 
showed the same pattern as the latencies, as can be seen in     
Figure 5. Because there was no indication of a speed-accuracy 
trade-off, errors were not analyzed further.  

Discussion 

Shift costs were generally larger in Experiment 3 than in Ex-
periment 1. Nevertheless, the main pattern of results was similar. 
Also, here the costs for variable levels and variable tasks were 
additive. This shows that costs might vary depending on the 
circumstances or the specific sample of participants but that their 
proportions remain largely unaffected. 

As expected, the sequential effects were similar for concurrent 
and for single-component shift trials. In other words, there was a 
benefit only for a repetition of both components from one trial to   
the next. Any change produced a similar amount of costs, irre-
spective of whether one or both components differed. This is 
compatible with our results in Experiment 2, in which it did not 
matter in regard to overall costs whether there were concurrent 
shifts. Moreover, our results demonstrate that the residual shift  
costs are not due to sequential effects. In conditions with one 
variable component, the repetition effects were considerably larger 
than in conditions with two variable components, although the      
shift costs were smaller in the former case. Thus, the sequential 
effects were smallest in conditions with the largest overall costs.  
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Concerning dominance, the benefit was larger for the repetition  
of a nondominant task or level than for the repetition of a dominant 
component. Furthermore, and different from the results of Rogers 
and Monsell (1995), performance improved as well for the second 
repetition in a run, although to a smaller extent than for the first   
one. Thus, our results do not support their stimulus-cued comple-  
tion hypothesis.   

In the previous experiments we found that cross talk did not 
contribute to the increase in shift costs from the linked to the 
independent condition. Therefore, we examined in the present 
experiment whether this also holds for costs relative to the constant 
conditions. It turned out that, in this case, cross talk increased but 
only with respect to task consistency. That is, task-consistency 
effects increased under randomized tasks as well as under random-
ized levels, whereas level consistency remained unaffected. Be-
cause negative effects of cross talk are usually larger than facili-
tatory effects (e.g., Rogers & Monsell, 1995), this indicates that 
cross talk contributed to the shift costs. However, it is again   
obvious that the shift costs cannot be explained by cross talk alone. If 
we compare the latencies for consistent stimuli in the constant 
conditions with those in conditions in which both components   
varied, the difference is about 130 ms. The corresponding differ-
ence for inconsistent stimuli is 190 ms. Thus, although cross talk 
contributed considerably to the shift costs, a large proportion 
remained unexplained. 

We have already considered dominance effects with respect to 
sequential costs. In a similar manner we can ask how dominance 
affected overall shift costs. As mentioned, shift costs were often 
unaffected by dominance relations (e.g. Hübner, 1997; Hübner & 
Backer, 1999; Sudevan & Taylor, 1987) or affected in a contrain-
tuitive way (cf. Allport et al., 1994, Experiment 4). In the present 
experiment, the effects were in the intuitively expected direction. 
That is, randomization produced more costs for the nondominant 
tasks and levels than for the dominant components.  

Taken together, the present results also support the AC hypoth-
esis. Cross talk and repetition effects account only for a small 
fraction of shift costs. Thus, the larger part seems to be due to the 
control effort required during task execution. An important char-
acteristic of the AC hypothesis is that task execution is considered 
as an active process that involves attentional control, whereas other 
accounts assume that voluntary control takes place only during    
task preparation. According to these alternative hypotheses, exe-
cution proceeds in a passive way; a reduction in speed is due to 
processing delays caused by interference, either between S-R 
mappings or between control schemas. Here we could show that at 
least the competition between S-R mappings (cf. Allport et al.,  
1994) is not sufficient for explai ning residual shift costs.  

Unfortunately, the issue is more difficult with respect to com-
peting control schemas. If one regards the activation pattern of the 
control units (see Figure 2) for a specific combination of tasks and 
levels as a control schema, then it could be argued that our results 
are also compatible with task cuing (cf. Rogers & Monsell, 1995). 
Under the assumption that the number of competing schemas 
determines the amount of shift costs, independently varying tasks 
and dimensions should produce more costs than linked ones. This 
follows, because four schemas are involved in the former case as 
compared with two in the latter one. Moreover, if one assumes that 
the interference between all of the relevant control schemas is 
effective on each trial, task cuing can even explain that concurrent 

shifts are not important for the overall costs in the independent 
condition. 

Thus, up to now, many of our results can also be accounted for  
by the task-cuing hypothesis. What seems difficult to explain by  
task cuing is the additivity of shift costs. However, one could argue 
that there is possibly a nonlinear relationship between the number   
of involved control schemas and  shift costs, that might explain our 
results. Thus, an experiment is required that convincingly demon-
strates that not the number of involved schemas, but the number of 
controlled task components determines shift costs. 

  

Experiment 4 

The next experiment was conducted to show that task cuing is  
not sufficient for explaining residual shift costs. To attain this goal, 
we wanted to vary the number of involved control schemas with-  
out affecting the number of task components that require atten- 
tional control. If in this case, the amount of residual shift costs 
remained constant, this would definitely contradict task cuing and 
support the AC hypothesis. Our solution was to consider shift costs 
in conditions with three relevant control schemas. Task cuing 
predicts that shift costs should be smaller in this case than in the 
independent condition, in which four schemas are relevant. On the 
other hand, shift costs should be larger than in conditions with only 
two relevant schemas.  

In conditions in which three control schemas are relevant, levels 
and tasks are partially linked. That is, both tasks occur at one level, 
but only one task occurs at the other level. For instance, odd-even  
as well as less-greater judgments are required for the numerals at 
the global level, whereas exclusively odd-even judgments must be 
performed with the numerals at the local level. However, because 
tasks and levels are not uniquely linked, separate and controlled  
level selection and task selection should also be required in           
this case. Thus, the AC hypothesis predicts no difference in shift 
costs between conditions with partially linked and independent 
components.  

Method 

Eight participants (2 male and 6 female), who ranged in age from 18         
to 27 years, took part in the experiment. All had normal or corrected-to-
normal vision. The apparatus and the procedure were the same as in the 
previous experiments. 

There were five different shift-mode conditions. In one condition only 
the levels varied, and in another only the tasks varied. Furthermore, there 
were blocks of trials in which tasks and levels varied  independently and 
blocks in which they were perfectly linked. In addition, there was a critical 
condition with partially linked tasks and levels. That is, although both tasks 
occurred for the numerals on one level, only one task had to be performed 
with the numeral on the other level. Constant conditions occurred only 
during the training sessions. 

Each of the first four conditions comprised 4 blocks of 64 trials each.  
The critical condition consisted of 4 blocks with 66 trials. The blocks of the 
latter condition corresponded to the four possible mixtures of three of four 
task-dimension combinations.  In each of these blocks, each of the three 
task-dimension combinations occurred in one third of the trials. Alto-
gether, there were 20 experimental blocks, distributed over two 1-hr main 
sessions. Each block type occurred twice in each session, and the order of 
blocks was balanced across participants to the extent possible. To control 
further for possible learning effects, we treated the temporal position of the 
blocks as a variable. At the beginning of the experiment, there was a 1-hr 



                                                                                  ATTENTIONAL CONTROL                                                                           650 

training session, in which constant as well as shift conditions occurred. 
Altogether, there were 1,288 experimental trials for each participant. 

Results 

The mean latencies of the correct responses were entered into an 
ANOVA with shift mode (variable task, variable level, linked 
components, partially linked components or independent compo-
nents) and block position (1, 2, 3 or 4) as variables. The  shift-   
mode variable, F(3, 21) = 9.10, p < .001, MSE = 706.3, and the 
position variable, F(3, 21) = 16.62, p < .001, MSE = 1,832 were 
significant, whereas their interaction was not reliable (p = .175).    
To test our hypotheses, we calculated planned comparisons. They 
revealed that the responses to stimuli in the partial condition were 
significantly slower than those in the linked condition, t(31) =       
2.29, p < .05. However, they did not differ from responses in the 
independent condition (p = .80). On the other hand, the mean 
latencies in the linked condition were not significantly different   
from those in the variable-task condition (p = .31). The mean 
latencies for the different shift mode conditions can be seen in the 
upper panel of Figure 8.  

Preparation times are shown in the lower panel of Figure 8. 
Planned comparisons revealed that the mean latencies for the   
linked condition were significantly slower than those for the partial 
condition, t(31) = 3.15, p < .01. However, unlike the case with 
response time, the latency difference between the partial condition 
and the independent condition was significant as well, t(31)             
= 2.21, p < .05. 

Errors occurred, on average, in 7.21% of the trials. They showed 
a similar pattern to the latencies, as can be seen in Figure 8. 
Because there was no indication of a speed-accuracy trade-off,    
the errors were not analyzed further. 

Discussion 

Our results demonstrate that the number of involved control 
schemas did not determine the amount of residual shift costs. 
Although only three control schemas were relevant in conditions 
with partially linked levels and tasks, the shift costs were not   
reliably smaller than in the independent condition with four rele-  
vant schemas. This result is incompatible with the task-cuing 
account but strongly supports our AC hypothesis. It also indicates 
that partially linked levels and tasks indeed require selecting and 
processing each component separately. Each step had to be per-
formed in a controlled  mode and, therefore, consumed attentional 
resources. Thus, our results demonstrate again that the control  
effort spent for task execution determines shift costs.   

On the other hand, preparation time varied systematically with the 
number of control schemas. This shows that, different from 
execution, the time spent for preparation increased with the set size 
of the relevant schemas rather than with the number of required 
selection steps. 

General Discussion 

The aim of the present experiments was to investigate the 
mechanisms that control and coordinate the execution of mental 
tasks under task-shift conditions. Because shifts between tasks 
usually produce costs in response time and errors, the question  
arises as to  which specific mechanisms are responsible for this 
effect. Obviously, before a certain task can be performed, the 
mental system must be configured appropriately. It seems that   
parts of the configuration can be done in advance, and it is widely 
assumed that this is accomplished through some kind of unitary 
supervisory system. However, as much evidence shows, prelimi-
nary reconfiguration reduces  shift costs but cannot eliminate them. 
That is, even after extensive preparation, residual costs remain. 
Curiously, these costs have not been attributed to supervisory  
control (e.g., Allport et al., 1994; Meiran, 1996; Rogers & Mon-   
sell, 1995). Rather, it has been argued that they merely reflect 
passive mechanisms such as interference between competing S-R 
mappings or task schemas. Moreover, exogenous control processes 
are considered sufficient for finally eliminating the residual costs.  
For instance, Rogers and Monsell proposed in their two-   
component model that external stimulation is necessary and suf-
ficient for completing the reconfiguration of the mental system.  

Here we questioned this view and proposed an alternative ex-
planation for residual shift costs. We hypothesized that, under shift 
conditions, supervisory or attentional control  is also active during 
task execution. It was assumed that this is necessary for controlling 
the selection of appropriate task components, especially when    
there is competition from other processes. We reasoned, similar to 
Allport et al. (1994), that when the AC hypothesis holds, the    
control of two task components should produce more costs than    
the control of only one. To test this prediction, we examined 
performance in conditions in which shifts between stimulus levels 
(dimensions) as well as between tasks were required. 
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Figure 8 .  Results of Experiment 4. Top: Response times. Bottom: Prep- 
aration times. Asterisks denote significant differences between means. 
indep = independent. 
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To consider the mental structures possibly involved in perform-  
ing our two-component task in some detail, we devised a theoret- 
ical framework (see Figure 2). It was assumed that execution 
proceeds at least through two selection and processing steps. First, 
the numeral must be selected from the prespecified level. Second, 
the required judgment has to be chosen and performed. The selec-
tions are controlled by control nodes that modulate the activation    
of the appropria te level and task nodes (cf. Cohen et al., 1990). 
According to the AC hypothesis, when the relevant level or task 
changes across trials,  selections must be carefully controlled to 
guarantee that the correct judgment is made with the numeral at the 
right level. Consequently, the more components vary, the more 
control is required and the slower are responses.  

Allport et al. (1994), who have compared such conditions, 
observed the same amount of costs for single -component shifts and 
concurrent shifts between stimulus dimensions and tasks. There- 
fore, they concluded that attentional control plays no role in shift 
costs. However, their results are rather specific, because they 
considered only shifts between uniquely linked components. In our 
experiments, we were able to show that the control of two task 
components indeed produces more costs than the control of only 
one, provided that the components are independent. This supports 
our AC hypothesis. Moreover, the shift costs for two independent 
components were even similar to the sum of the costs for the 
individual components.   

On the other hand, we found, as did Allport et al. (1994), that 
controlling two linked components produced similar costs to con-
trolling a single component. Within our framework, this can be 
explained by assuming that, in such conditions, the control nodes    
for level selection are strongly associated with the corresponding 
nodes for task selection. Consequently, task selection occurs au-
tomatically with level selection and therefore needs no extra at-
tentional control.  

These results and considerations raised the question of whether 
the increased shift costs in conditions with independent compo-  
nents were merely due to an increased control effort on trials on 
which both components changed. As the results of Experiment 2 
revealed, this was not the case. Rather, the processing of indepen-
dently varying task components reduced overall performance, even 
that on non shift trials. This result was further supported by the 
sequential effects examined in Experiment 3.  

At this points we could demonstrate that our results strongly 
support the AC hypothesis. The next step was to show that they 
cannot be explained by alternative accounts that attribute residual 
shift costs to passive mechanisms such as interference. For in-
stance, Allport et al. (1994) proposed that shift costs reflect pro-
active interference between competing S-R mappings. In our 
framework, S-R mappings correspond to the horizontal pathways 
from the stimulus to the responses. The interference between these 
pathways was denoted as cross talk (cf. Rogers & Monsell, 1995) 
and measured by consistency effects. According to Allport et al.,  
the number and strength (dominance) of the competing pathways 
should determine the amount of cross talk and, consequently, the 
amount of shift costs. However, in Experiment 2, consistency 
effects were similar for independent and linked components, al-
though they produced different shift costs. Furthermore, even  
though in Experiment 3 consistency effects increased under shift 
conditions relative to constant conditions, and dominance had an 
effect as well, cross talk could not account for the observed costs. 

For instance, variable levels produced considerably smaller con-
sistency effects than variable tasks. Nevertheless, both variations 
produced about the same amount of shift costs. This demonstrates 
that cross talk explains (if at all), only a small fraction of the shift 
costs.  

A further possible account for residual shift costs was task   
cuing, that is, the interference between competing control schemas 
(cf. Rogers & Monsell, 1995). Similar to the case for pathways,   
one would expect that an increasing number of involved schemas 
should increase interference and, consequently, shift costs. On the 
other hand, according to the AC hypothesis, it is not the number of 
control schemas that is relevant for shift costs, but the number of 
attentionally controlled selection or processing steps. To examine 
which account holds, we used a condition with three relevant  
control schemas. In this case, either task could occur for the 
numeral at one level, but only one task was relevant for the   
numeral at the other level. Although levels and tasks were partially 
linked under this condition, we expected that two controlled se-
lection steps were necessary on each trial. Thus, according to the 
AC hypothesis, control effort and, consequently, shift costs should 
not be substantially reduced relative to the independent condition,    
in which four control schemas are relevant. This prediction was 
tested in Experiment 4, which showed that three relevant control 
schemas produced more costs than two schemas but an amount 
similar to four schemas. This result contradicts task cuing and 
strongly supports our AC hypothesis. 

Thus, together our results indicate that neither the number of 
competing pathways nor the number of competing control schemas 
determines the amount of residual shift costs. What matters is the 
number of variable task components that need attentional control 
during execution. This shows that residual shift costs are not   
merely due to passive mechanisms such as cross talk and task   
cuing and therefore uninteresting for investigating supervisory 
control. Rather, they are the result of active attentional processes 
that control and coordinate the processing steps during task exe-
cution. However, task cuing and cross talk are not without effect. 
On the one hand, they impose a controlled task execution. The 
participants seem to adopt a certain processing strategy throughout  
a block of trials that ensures successful task execution. On the  
other hand, cross talk or consistency affects the amount of required 
control on individual trials. 

Our account also explains why the sequential effects were 
relatively small in the independent condition. Under these circum-
stances, level selection and task selection were performed in a  
highly controlled mode. Therefore, it mattered little whether one or 
both components varied from one trial to the next. Merely when  
both components remained constant, there was a small repetition 
benefit. On the other hand, the sequential effects were larger in 
conditions with one variable component. Moreover, nondominant 
components profited more from repetitions than dominant ones. 
Because less attentional control was required in these conditions,     
it is conceivable that some of the spared resources were used for 
increased engagement on a trial-by-trial basis. Interestingly, rep-
etition benefits increased with run length. This shows that there   
was no fixed optimal configuration state that could be reached 
immediately after the first shift trial, as proposed by the stimulus-
cued completion hypothesis (Rogers & Monsell, 1995). 

Because we were interested in residual shift costs, our partici-
pants could prepare the task on each trial as long as they wanted. 
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Out of curiosity, we also registered and examined the duration of  
this interval. In the first three experiments the pattern of the 
preparation times was analogous to that of the response times. 
However, in the last experiment the patterns differed. The time 
spent for preparation increased systematically with the number of 
involved control schemas. This suggests that the participants pre-
pared a task by choosing the appropriate control schema from the 
set of relevant ones. Such an interpretation is similar to that of  
Dixon (1981) and Dixon and Just (1986), who assumed that task 
preparation consists of loading a mental program that controls the 
distribution of attentional resources during task execution. Al-  
though such an account is perfectly compatible with our AC 
hypothesis, it is rather speculative. Actually, we do not know what 
exactly happens during the preparation interval, or what it means to 
reconfigure the mental system. 

One might ask whether our account holds generally or only for  
our two-component tasks. As Monsell (1996) stated, a task can be 
considered as consisting of one or multiple components, depend-   
ing, for example, on viewpoint. From our perspective, what mat-  
ters is whether a decision or selection step is required during task 
execution. Because this is the case as well for shifts between tasks 
with one component, we believe that our conclusions hold   
generally.  

Finally, it should be noted that whereas our AC hypothesis has 
specifically been developed to explain residual shift costs in task 
shifting, there are similar ideas in other areas. As already men-
tioned, Norman and Shallice (1986), in their SAS model also 
emphasized the importance of supervisory control for goal-    
directed task execution. It is assumed that such a mechanism   
allows individuals to apply control strategies in a flexible manner 
according to the task requirements. That such flexibility is possible 
has also been observed by Shiffrin and Schneider (1977), who  
stated that “the subject engages in the minimal controlled process-
ing necessary to satisfy the task requirements” (p. 154). Recently,   
a similar account has been presented by Meyer and Kieras (1997a, 
1997b) for explaining dual-task performance. They introduced a 
class of so-called adaptive executive control models. The assump-
tion is that participants can decide to lock out and unlock processes 
for the different tasks in a rather flexible way by using various 
scheduling strategies depending on relative task priorities, learning 
state and so forth (see also Schumacher et al.,  1999).  Together, 
these accounts and the supporting results suggest that participants 
have more attentional control and flexibility, even during the 
execution of simple tasks, than assumed by some researchers.  

Conclusion 

The present article shows that residual shift costs usually ob-
served in task-shift experiments are not only due to passive pro-
cesses such as interference, as is widely assumed. Rather, the  
major portion results from attentional control that is required     
during task execution to guarantee a successful performance. Con-
sequently, the dichotomy between task preparation and task exe-
cution does not correspond to the dichotomy between supervisory 
and passive or exogenous control. 
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