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Abstract

& The present study tested error detection theories of the
error-related negativity (ERN) by investigating the relation
between ERN amplitude and error detectability. To this end,
ERN amplitudes were compared with a behavioral measure of
error detectability across two different error types in a four-
choice flanker task. If an erroneous response was associated
with the flankers, it was considered a flanker error, otherwise
it was considered a nonflanker error. Two experiments re-

vealed that, whereas detectability was better for nonflanker
errors than for f lanker errors, ERN amplitudes were larger
for f lanker errors than for nonflanker errors. Moreover, un-
detected errors led to strongly reduced ERN amplitudes rel-
ative to detected errors. These results suggest that, although
error detection is necessary for an ERN to occur, the ERN
amplitude is not related to error detectability but rather to
error significance. &

INTRODUCTION

An important prerequisite for the efficient adaptation
of behavior is the detection of errors. One approach to
investigate corresponding mechanisms is to consider a
medio-frontal negative component of the event-related
brain potential (ERP), emerging shortly after error com-
mission in speeded response tasks. This error negativ-
ity (Ne; Falkenstein, Hohnsbein, Hoormann, & Blanke,
1990, 1991), or error-related negativity (ERN; Gehring,
Goss, Coles, Meyer, & Donchin, 1993) is probably gen-
erated in the rostral anterior cingulate cortex (ACC; van
Veen & Carter, 2002b; Ullsperger & von Cramon, 2001;
Carter et al., 1998; Dehaene, Posner, & Tucker, 1994).
This brain region is thought to be critically involved
in error monitoring and behavioral adaptation (e.g.,
Botvinick, Braver, Barch, Carter, & Cohen, 2001).

Whereas some accounts considered the ERN to be a
correlate of error evaluation or behavioral adjustment
that succeeds the detection of an error (e.g., Holroyd &
Coles, 2002), other theories viewed the ERN to be a cor-
relate of error detection itself. More specifically, these
latter accounts assumed that the ERN represents the
amount of mismatch between the actual response and
the intended correct response (Falkenstein, Hoormann,
Christ, & Hohnsbein, 2000; Bernstein, Scheffers, &
Coles, 1995; Gehring et al., 1993; Falkenstein et al.,
1990, 1991), or the amount of post-error response con-

flict, which arises when the intended correct response
becomes activated during continued stimulus process-
ing after an error (Yeung, Botvinick, & Cohen, 2004;
Rodriguez-Fornells, Kurzbuch, & Münte, 2002; Botvinick
et al., 2001). In both cases, the ERN would carry the
information necessary for error detection because a mis-
match or a conflict between the executed response and
the intended correct response indicates the presence
of an error. Therefore, we term these theories error
detection theories of the ERN. From these theories,
very precise predictions can be made regarding the re-
lationship between error detection and the ERN ampli-
tude. The greater the amount of mismatch or conflict,
the greater should be the probability that the error is
detected. Because the ERN is thought to represent the
amount of mismatch or conflict, its amplitude should
reflect the detectability of errors.

A possibility to test this prediction would be to com-
pare ERN amplitudes between errors that were con-
sciously detected and those that remained undetected.
According to error detection theories, ERN amplitudes
of detected errors should be larger than those of unde-
tected errors. Conscious error detection can be measured
by instructing participants to indicate each error by giving
error signaling responses (Steinhauser, Maier, & Hübner,
2008; Steinhauser & Hübner, 2006; Ullsperger & von
Cramon, 2006; Rabbitt, 1967, 1968, 2002). Unfortunately,
however, studies using this method yielded inconclu-
sive results. Whereas one study found that ERN ampli-
tudes were reduced for undetected errors (Scheffers &
Coles, 2000), other studies did not find such an effect
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(Klein et al., 2007; Endrass, Franke, & Kathmann, 2005;
Nieuwenhuis, Ridderinkhof, Blom, Band, & Kok, 2001).

Another method to investigate the relation between
error detectability and ERN amplitude is to compare ERN
amplitudes across error types differing in detectability.
Specifically, errors that are detected more efficiently
should show larger ERN amplitudes than errors that are
less detectable. Precisely, this prediction can be derived,
for instance, from a computational model of error detec-
tion by Yeung et al. (2004), in which the ERN represents
the post-error conflict between the correct and the exe-
cuted response. In this model, an error is detected when-
ever the cumulated conflict exceeds a criterion. Because
both the ERN and error detection are assumed to de-
pend on the amount of post-error conflict, ERN ampli-
tudes and error detection rates should be correlated
across errors differing in post-error conflict. By comparing
ERN amplitudes and error detection rates across these
errors, one can examine whether increased detectability is
accompanied by increased ERN amplitudes.

In the present study, we investigated the relation be-
tween error detectability and the ERN amplitude using
this second method. We compared ERN amplitudes for
two error types, which presumably differ in their de-
tectability. We used a four-choice flanker task (Eriksen &
Eriksen, 1974), in which participants had to categorize a
central target letter while ignoring several irrelevant
flanker letters. For stimuli in which target and flankers
were associated with different responses, we distin-
guished between f lanker errors, if the response associ-
ated with the flankers was executed, and nonflanker
errors, if one of the remaining erroneous responses was
performed (see Figure 1). Detectability of the error
types was measured by signaling responses.

Flanker errors and nonflanker errors are well suited
for the present purpose because they are likely to differ
in their detectability. In contrast to nonflanker errors,
flanker errors should occur mainly on trials on which
too much attention is accidentally allocated to the
flankers, that is, when selective attention is suboptimal.1

Suboptimal selective attention, however, implies that the
stimulus activates the correct response only weakly. This
should impair the detectability of flanker errors because
error detection requires that the correct response is ac-
tivated during continued stimulus processing after an
error (Steinhauser et al., 2008; Yeung et al., 2004; Rabbitt,
2002). Therefore, we hypothesize that flanker errors are
detected less frequently than nonflanker errors.

However, irrespective of which error type is easier
to detect, the crucial question for the present study is
whether the error type with better detectability also
shows larger ERN amplitudes. This would support error
detection theories of the ERN, because, according to
this view, the ERN represents the information necessary
for error detection. If, however, ERN amplitudes were
smaller for the error type with better detectability, we
could conclude that ERN amplitude and error detect-
ability are unrelated. This would argue against error de-
tection theories.

EXPERIMENT 1

In Experiment 1, a standard four-choice flanker para-
digm was used to investigate whether error detectability
and ERN amplitudes were different for flanker errors
and nonflanker errors. In half of the blocks, the partic-
ipants were instructed to signal their errors immediately
by means of an error signaling response. In the other
half of the blocks, no such signaling instruction was
given. This condition served as control for the possibil-
ity that variations in ERN amplitudes are only due to
the fact that signaling responses are given.

Methods

Participants

Fourteen participants (10 women) between 19 and
38 years old (mean = 23.2 years), with normal or
corrected-to-normal vision, participated in the study.
They were recruited at the University of Konstanz and
received A5 per hour. The study was conducted in
accordance with institutional guidelines and informed
consent was acquired from all participants.

Apparatus

Stimuli were presented on a 21-in. color monitor, and
a PC-controlled stimulus presentation and response
registration.

Figure 1. Stimulus–response mappings in the four-choice f lanker

task. Two targets were associated with each of the responses. If

the target and the f lankers were associated with different responses

(incongruent stimulus), two types of errors could occur: If the
response associated with the f lankers was selected, this resulted in

a f lanker error. If one of the remaining alternatives was selected,

this resulted in a nonflanker error.
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Stimuli

Stimuli were composed of the letters B, K, P, R, M, V, W,
or X, and of the neutral symbols x, $, %, &, #, or ? taken
from the Arial font. Each character was resized to a vi-
sual angle of 0.648 height and 0.488 width, at a viewing
distance of 72 cm. Each stimulus array consisted of a
central target letter flanked by three identical distractors
on each side. The whole array subtended a visual angle
of 4.28 width. All letters were used as targets. Four letter
pairs (B and K, P and R, M and V, W and X) were each
assigned to one of four possible responses. For each of
the eight possible target letters, six incongruent stimuli
were constructed by combining the target letter with
one of the six letters that were assigned to a different
response than the target. Furthermore, for each of the
eight possible target letters, six neutral stimuli were con-
structed by combining the target letter with one of the
six neutral symbols. Together, this resulted in 48 in-
congruent stimuli and 48 neutral stimuli.

Procedure

Participants were instructed to respond to the identity of
the target and to ignore the flankers. Responses had to
be given by pressing the ‘‘W,’’ ‘‘S,’’ ‘‘L,’’ and ‘‘P’’ keys of
a standard computer keyboard with the left middle
finger, the left index finger, the right index finger, and
the right middle finger, respectively. On some trials, par-
ticipants were instructed to give an error signaling re-
sponse immediately whenever they detected an error
by simultaneously pressing the ‘‘Alt’’ and ‘‘Alt-Gr’’ keys
with both thumbs.

Each trial started with the presentation of a fixation
cross for 250 msec. Then, the stimulus array was pre-
sented for 150 msec followed by a blank screen. A new
trial started after 1200 msec. If further responses oc-
curred during this interval (e.g., an error signaling re-
sponse or a spontaneous error correction), the interval
was restarted.

In half of the blocks, participants were instructed to
signal their errors. In the other half of the blocks, no
error signaling instruction was given. Blocks with sig-
naling instruction and blocks without signaling instruc-
tion alternated throughout the test sessions. Half of the
participants began with a block with signaling instruc-
tion and the other half with a block without signaling
instruction.

Each block consisted of 96 trials, one for each possi-
ble stimulus. Sixteen test blocks totaling 1536 trials were
administered and were distributed over two 1-hr test
sessions. In a preliminary practice session, participants
had to perform six practice blocks without signaling
instruction, during which they practiced the stimulus–
response mapping. Furthermore, these blocks were
used to adjust the error rate. Whenever the average
error rate in a block fell below 15%, participants were

instructed to respond faster at the beginning of the next
block. After six blocks without signaling instruction, sub-
jects had to perform two blocks with signaling instruc-
tion so that the practice session totaled 8 blocks.

Psychophysiological Recording

Participants were seated comfortably in a dimly lit, elec-
trically shielded room. The electroencephalogram (EEG)
was recorded with Ag/AgCl electrodes from three elec-
trode sites: Fz (frontal), FCz (fronto-central), and Cz
(central). The right mastoid was recorded as an addi-
tional channel. Electrodes were referenced to the left
mastoid and off-line re-referenced to linked mastoids.
Electrode impedances were kept below 5 k�. Vertical
and horizontal electrooculogram (EOG) was recorded
from above and below the left eye and from the outer
canthi of both eyes, respectively. EEG and EOG were
continuously recorded at a sampling rate of 200 Hz and
a high-pass filter of 0.1 Hz, and off-line filtered with a
low-pass filter of 30 Hz.

Results

Error trials on which both signaling keys were pressed
were classified as trials with valid signaling responses.
Error trials on which only one signaling key was pressed
were classified as trials with invalid signaling responses.
The latency of a valid signaling response was calculated
as the mean interval between the erroneous response
and each of the two signaling keys.

To control for outliers, trials were excluded on which
the response time of the choice response was two stan-
dard deviations above the condition mean (3.3%). Fur-
thermore, error trials with invalid signaling responses
and correct trials with false alarms (both <1%) were
excluded. Finally, trials were excluded on which a spon-
taneous error correction occurred (2.5%). These trials
cannot be classified as detected error trials because no
signaling response occurred, nor can they be classified
as undetected errors because spontaneous corrections
share many properties with signaling responses and
therefore are also regarded a form of error detection
(e.g., Rabbitt, 2002).

Behavioral Data

Stimulus congruency. Error rates and response times
of correct responses were subjected to two-way analy-
ses of variance (ANOVAs) with repeated measurement
on the variables congruency (neutral, incongruent) and
block type (with signaling instruction, without signal-
ing instruction). Whereas the error rate was higher for
incongruent stimuli (22.5%) than for neutral stimuli
(17.8%) [F(1, 13) = 44.1, p < .001], no effect of block
type was revealed (F < 1). Similarly, mean response time
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was higher for incongruent stimuli (563 msec) than for
neutral stimuli (547 msec) [F(1, 13) = 63.8, p < .001].
Moreover, it was higher (560 msec) in blocks with sig-
naling instruction than in blocks without signaling in-
struction (550 msec) [F(1, 13) = 9.2, p < .01].

The frequencies and latencies of signaling responses
were entered into one-way ANOVAs with repeated mea-
surement on the variable congruency (neutral, incongru-
ent). Signaling responses were slightly more frequent but
slower for errors on incongruent stimuli (96%, 449 msec)
than for errors on neutral stimuli (95.0%, 446 msec). How-
ever, none of these effects reached significance (Fs < 1).

Error types. Flanker errors and nonflanker errors were
compared by considering trials with incongruent stimuli
only. A total of 43.4% of the errors on these trials were
flanker errors. The response times of error responses
were subjected to a two-way ANOVA with repeated
measurement on the variables error type (flanker errors,
nonflanker errors), and block type (with signaling in-
struction, without signaling instruction). It revealed an
interaction between the variables block type and error
type [F(1, 13) = 5.04, p < .05]. In blocks with signaling
instruction, flanker errors were faster (509 msec) than
nonflanker errors (541 msec), whereas in blocks without
signaling instruction, this difference was smaller (511
and 523 msec, respectively).

The frequencies and latencies of valid signaling re-
sponses were subjected to one-way ANOVAs with re-
peated measurement on the variable error type (flanker
errors, nonflanker errors). As expected, nonflanker errors
were signaled more often (96.7%) than flanker errors
(94.7%) [F(1, 13) = 5.75, p < .05; see Figure 2B]. No
significant effect for the latency of signaling responses was
found (F < 1).

In the preceding analyses, trials with spontaneous
correction responses were excluded. However, error
correction has often been viewed as another measure
of error detection. Therefore, we were interested in
whether the frequency of error correction shows similar
effects as the frequency of error signaling. To analyze
this, we entered the frequencies of spontaneous error
corrections on trials with incongruent stimuli into a two-
way ANOVA with repeated measurement on the vari-
ables error type (flanker errors, nonflanker errors) and
block type (with signaling instruction, without signaling
instruction). It revealed a trend toward more error cor-
rections for nonflanker errors (11.7%) than for flanker
errors (9.6%) which, however, was only marginally reli-
able [F(1, 13) = 3.43, p < .10]. The latencies of spon-
taneous corrections were not analyzed because of the
low number of correction trials.

ERP Data

Segments of 500 msec before and after the first response
were extracted from the continuous EEG. The average

voltage in the 100 msec preceding stimulus onset served
as baseline.2 Trials contaminated with oculomotor arti-
facts were rejected on the basis of vertical and horizontal
EOG. The remaining ERP signals, locked to the response,
were then averaged. In all conditions, a clear ERN at
electrode FCz was observable, that is, the waveforms were
more negative following error responses than following
correct responses. The peak of this negativity was about
35 msec after the response. As a consequence, we defined
the ERN amplitude as the mean difference between the
ERP for correct trials and the ERP for error trials in a time
window from 0 msec to 70 msec after the response at
electrode FCz.

Figure 2. (A) ERN amplitudes in microvolts (AV) for f lanker

errors and for nonflanker errors in the incongruent condition of

Experiment 1. (B) Relative frequency of error signaling responses

after f lanker errors and nonflanker errors in the incongruent
condition in blocks with signaling instruction of Experiment 1.

(C) ERN amplitudes in microvolts (AV) for signaled f lanker errors

and signaled nonflanker errors in the incongruent condition of

Experiment 2. (D) Relative frequency of error signaling responses
after f lanker errors and nonflanker errors in the incongruent

condition of Experiment 2. ERN = error-related negativity. Error

bars represent standard errors of the mean.
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Stimulus congruency. To compare trials with neutral
and incongruent stimuli, ERN amplitudes were sub-
jected to a two-way ANOVA with repeated measurement
on the variables congruency (neutral, incongruent) and
block type (with signaling instruction, without signaling
instruction). The mean ERN amplitude was 7.52 AV [F(1,
13) = 79.5, p < .001]. Moreover, it was slightly increased
for incongruent stimuli (7.68 AV) as compared to neutral
stimuli (7.35 AV), and for blocks with signaling instruc-
tion (7.67 AV) as compared to blocks without signaling
instruction (7.36 AV). However, none of these effects
reached significance (Fs < 1).

Error types. The averaged waveforms at electrode
FCz from trials with incongruent stimuli are depicted
in Figure 3A. Obviously, the waveforms for flanker errors
were more negative than the waveforms for nonflanker
errors. A t test confirmed that ERN amplitudes were in-
creased for flanker errors (8.58 AV) than for nonflanker
errors (7.03 AV; see Figure 2A) [t(13) = 2.28, p < .05].
The same picture was revealed when we used block
type as additional variable, and therefore, averaged the
waveforms separately for each block type. A two-way
ANOVA with repeated measurement on the variables
block type and error type confirmed that ERN am-
plitudes were larger for flanker errors (8.48 AV) than
for nonflanker errors (6.89 AV) [F(1, 13) = 4.87, p < .05],
whereas neither the main effect of block type (with
signaling instruction: 7.80 AV; without signaling instruc-
tion: 7.57 AV) nor the interaction between both variables
reached significance (Fs < 1).

As can be seen from further inspection of Figure 3A,
the response-locked ERP for flanker errors was more
negative than that for nonflanker errors in a time win-

dow from 200 to 50 msec before the response. To in-
vestigate this deflection, we computed its amplitude as
the mean voltage in this time window. The amplitudes
were subjected to a two-way ANOVA with repeated mea-
surement on the variables block type (with signaling
instruction, without signaling instruction) and error type
(flanker errors, nonflanker errors). The ANOVA con-
firmed that the amplitude was larger for flanker errors
(�1.84 AV) than for nonflanker errors (�0.28 AV) [F(1,
13) = 4.84, p < .05]. No further effects were found (all
F < 1).

Discussion

In Experiment 1, we tested whether flanker errors and
nonflanker errors differed in detectability and ERN am-
plitudes. As predicted, nonflanker errors were signaled
more often than flanker errors (Figure 2B). Interestingly,
although not reliably so, also the frequency of error cor-
rections was larger for nonflanker errors. In contrast,
however, ERN amplitudes were larger for flanker errors
than for nonflanker errors (Figure 2A). This is surpris-
ing because it is often assumed that the ERN represents
the information necessary for error detection. The finding
that ERN amplitudes were larger for the error type with
lower detectability is not compatible with such a view be-
cause it states that ERN amplitudes should be correlated
with error detectability.

We argued that detectability of flanker errors is re-
duced because these errors occur particularly on trials
on which too much attention is allocated to the flank-
ers, which, in turn, impairs error detection. Although
this interpretation is rather speculative, it receives sup-
port from an observation in our data. We obtained a
negative component in the pre-response phase that was
larger for flanker errors than for nonflanker errors. The
timing of this component is consistent with a frontal
N2, which is often interpreted as the correlate of a pre-
response conflict (e.g., Yeung et al., 2004; van Veen &
Carter, 2002a). This supports our interpretation because
an increased pre-response conflict on flanker errors is
consistent with the idea that flanker errors are due to an
increased allocation of attention to the flankers.

Taken together, the results of this experiment con-
tradict the prediction of error detection accounts of the
ERN that an increased detectability of errors should be
accompanied by an increased ERN. However, the ques-
tion emerges whether our results are generalizable. One
problem with our experiment was that the frequency of
signaling responses was generally very high. Inspection
of the individual signaling rates revealed that half of the
participants signaled all errors in the incongruent con-
dition. This led to rather small differences in detectabil-
ity between the two error types.3 Therefore, we aimed at
replicating the results under conditions in which error
detectability is reduced.

Figure 3. Grand-average response-locked waveforms at electrode

FCz in the incongruent condition of Experiment 1 (A) and
Experiment 2 (B and C). msec = milliseconds; AV = microvolts.
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EXPERIMENT 2

In Experiment 2, a masking procedure was used to
impede error detection. Masks consisting of a random
feature pattern followed the letter stimuli by a short
masking interval. In this way, stimulus processing should
be interrupted. Moreover, if error detection relies on
the continued processing of the stimulus after the error
(Steinhauser et al., 2008; Yeung et al., 2004; Rabbitt,
2002), then interrupting stimulus processing should im-
pair error detection considerably.

The main question was whether we can replicate the
results of Experiment 1 under these conditions. Again,
our main interest was the comparison of error detect-
ability and ERN amplitudes between flanker errors and
nonflanker errors. Because our masking procedure
should produce a large number of nonsignaled errors,
we additionally compared ERN amplitudes for signaled
and nonsignaled errors. As mentioned earlier, this pro-
vides a further test of the error detection theories of
the ERN. These theories would predict that nonsignaled
errors show reduced ERN amplitudes (Scheffers & Coles,
2000).

Methods

Fourteen participants (9 women) between 20 and 29 years
old (mean = 23.3 years) participated in the experiment.
Except otherwise noted, the methods were identical
to Experiment 1. Six different masking stimuli, one from
each of the six letter stimuli, were constructed in the
following way: First, each letter was cut into six equal-
sized rectangles (corresponding to a two-by-three ma-
trix). Then, each stimulus was reassembled by randomly
changing the positions and orientations of the rectan-
gles, resulting in a random feature pattern that consisted
roughly of the same features as the original letter stim-
ulus. A masking stimulus consisted of seven identical
feature patterns arranged in a row.

Participants were always instructed to signal their er-
rors. Because Experiment 1 showed that ERN ampli-
tudes for the two error types did not differ regardless of
whether error signaling was required or not, no control
condition without signaling instruction was included.
On each trial, the letter stimulus was followed by one
of the masking stimuli with a fixed but individually ad-
justed stimulus–mask interval (SMI). The duration of
stimulus presentation and mask presentation together
was kept constant at 250 msec. Each letter stimulus was
combined with each of the six masking stimuli, and each
resulting combination was presented three times. As a
consequence, eighteen blocks totaling 1728 trials were
administered, which were distributed over two sessions
of approximately 1 hr.

The practice session was organized as follows. First,
the participants practiced the stimulus–response map-
ping during four blocks without signaling instruction.

At the end of each block, participants were instructed
to respond faster whenever the error rate dropped
below 15%. Then, the SMI was adjusted during four
blocks with signaling instruction. The initial SMI was
set to 83 msec. At the end of each block, the SMI was
adjusted in a way that the error rate did not rise above
30%. The SMI of the fourth block with signaling instruc-
tion was taken as the SMI for the rest of the experiment.
The resulting SMIs ranged from 33 to 67 msec (mean =
45 msec).

Results

Again, trials were excluded on which the response time
of the choice response was two standard deviations
above the condition mean (3.5%). Furthermore, error
trials with invalid signaling responses (<1%), correct
trials with false alarms (<1%), and trials with spontane-
ous corrections (1.3%) were excluded.

Behavioral Data

Stimulus congruency. Error rates and response times
of correct responses were subjected to one-way ANOVAs
with repeated measurement on the variable congruency
(neutral, incongruent). Error rates were higher for incon-
gruent stimuli (31.3%) than for neutral stimuli (19.5%)
[F(1, 13) = 70.7, p < .001], and response times were
higher for incongruent stimuli (602 msec) than for neu-
tral stimuli (577 msec) [F(1, 13) = 89.0, p < .001].

The frequencies and latencies of signaling responses
were subjected to one-way ANOVAs with repeated mea-
surement on the variable congruency (neutral, incongru-
ent). Significantly more errors were signaled for neutral
stimuli (80.1%) than for incongruent stimuli (61.1%)
[F(1, 13) = 83.7, p < .001]. In contrast, the mean la-
tency of signaling responses was slightly but not signifi-
cantly higher for incongruent stimuli (498 msec) than
for neutral stimuli (491 msec, F < 2.7).

Error types. Again, only trials with incongruent stimuli
were used to compare flanker errors and nonflanker
errors. 53.6% of the errors on these trials were flanker
errors. Response times of error responses were sub-
jected to a one-way ANOVA with repeated measurement
on the variable error type (flanker errors, nonflanker
errors). Response times of flanker errors were shorter
(571 msec) than those of nonflanker errors (580 msec),
which, however, did not reach significance (F < 1.2).

The frequencies and latencies of valid signaling re-
sponses were subjected to one-way ANOVAs with re-
peated measurement on the variable error type (flanker
errors, nonflanker errors). This revealed that nonflanker
errors were signaled considerably more often (77.8%)
than flanker errors (47.5%) [F(1, 13) = 59.0, p < .001;
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see Figure 2D]. No significant effect was obtained for
the latencies of signaling responses (F < 1).

Again, we analyzed the frequency of spontaneous error
corrections, which were subjected to one-way ANOVAs
with repeated measurement on the variable error type
(flanker errors, nonflanker errors). Nonflanker errors
were corrected more frequently (6.5%) than flanker er-
rors (2.9%) [F(1, 13) = 9.11, p < .01]. Due to the low
number of correction trials, correction latencies were
not analyzed.

ERP Data

Segmenting, artifact control, and filtering were performed
as in Experiment 1. The average voltage in the 100-msec
preceding the stimulus served as baseline. Again, the
waveforms were more negative following error responses
than following correct responses. The peak of this nega-
tivity was about 25 msec after the response at electrode
FCz. As a consequence, we defined the ERN amplitude
as the mean difference between the ERP for correct trials
and the ERP for error trials in a time window between
10 msec before the response and 60 msec after the re-
sponse at electrode FCz. Because this experiment yielded
a sufficient number of nonsignaled errors, we now used
the variable signaling (signaled, nonsignaled) as an addi-
tional variable in all ANOVAs.

Stimulus congruency. ERN amplitudes were subjected
to a two-way ANOVA with repeated measurement on
the variables congruency (neutral, incongruent) and sig-
naling (signaled, nonsignaled). The mean ERN ampli-
tude was 5.43 AV [F(1, 13) = 31.9, p < .001]. ERN
amplitudes were larger for signaled (7.68 AV) than for
nonsignaled errors (3.18 AV) [F(1, 13) = 13.9, p < .01].
Moreover, they were slightly but nonsignificantly larger
for neutral stimuli (5.65 AV) than for incongruent stim-
uli (5.20 AV, F < 1).

Error types. The averaged ERP waveforms at electrode
FCz in the incongruent condition are depicted in Fig-
ure 3B and C. For signaled errors, a clear ERN can be
identified (Figure 3B). Moreover, the waveforms for sig-
naled flanker errors were clearly more negative than
the waveforms for signaled nonflanker errors. In con-
trast, ERN amplitudes were generally reduced for non-
signaled errors, and no clear difference between flanker
errors and nonflanker errors is observable in this case
(Figure 3C). These observations were supported by a
two-way ANOVA with repeated measurement on the
variables error type (flanker errors, nonflanker errors)
and signaling (signaled, nonsignaled). A main effect of
signaling indicated that ERN amplitudes were larger for
signaled (7.55 AV) than for nonsignaled errors (3.35 AV)
[F(1, 13) = 19.7, p < .001]. Furthermore, a significant
interaction between the variables signaling and error

type was revealed [F(1, 13) = 25.8, p < .001]. Planned
contrasts showed that ERN amplitudes were larger for
signaled flanker errors (8.41 AV) than for signaled non-
flanker errors (6.70 AV) [F(1, 13) = 4.99, p < .05; see
Figure 2C]. However, no significant difference was found
between nonsignaled flanker errors (2.79 AV) and non-
signaled nonflanker errors (3.91 AV, F < 2.0).4

Discussion

The objective of Experiment 2 was to replicate the re-
sults of Experiment 1 under conditions in which error
detectability was impaired. As expected, our masking pro-
cedure successfully reduced the rate of signaled errors
for all error types. Most important, however, our main
results from Experiment 1 were fully replicated under
these conditions. Whereas error detectability was higher
on nonflanker errors (Figure 2D), ERN amplitudes were
larger for flanker errors, at least when only signaled errors
were considered (Figure 2C). Because stimulus masking
impaired error detectability considerably, we obtained a
sufficient number of nonsignaled errors for separate
analyses. It turned out that ERN amplitudes were gen-
erally smaller for nonsignaled errors than for signaled
errors (cf. Figure 3B and C). Moreover, nonsignaled er-
rors showed no significant difference between flanker
errors and nonflanker errors.

One result from Experiment 1 was not replicated.
We obtained no N2-like difference between flanker er-
rors and nonflanker errors in the pre-response phase.
This could be a consequence of the masking proce-
dure. When stimuli are masked, potentials evoked by
the mask could overlap with stimulus-evoked poten-
tials which might deteriorate stimulus-evoked effects
(Verleger & Jaskowski, 2007). Alternatively, it is possible
that interrupting stimulus processing implies that pre-
response conflicts are attenuated to a degree not suf-
ficient for a manifestation in the ERP, but which still
allows flanker errors to occur.

Finally, in contrast to Experiment 1, error detectability
was considerably increased for neutral stimuli (80.1%)
as compared to incongruent stimuli (61.1%). Indeed,
such a prediction can be derived from models of error
detection (Steinhauser et al., 2008; Yeung et al., 2004).
Interestingly, however, ERN amplitudes did not signifi-
cantly differ between the two stimulus types. Basically,
this could be viewed as additional support for the idea
that the ERN is not related to error detection. If such a
relation exists, a difference in error detectability of
nearly 20% should be accompanied by a stable effect
in ERN amplitude. However, one should be cautious
with interpreting null results. Moreover, it has been
reported that congruent stimuli, for which target and
flankers were associated with the same response, led to
larger ERN amplitudes than incongruent stimuli, (e.g.,
Scheffers & Coles, 2000). Therefore, the present result
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might reflect the reduced power to detect such an ef-
fect when using neutral stimuli.

GENERAL DISCUSSION

The present study addressed the question whether the
ERN is related to error detectability in two types of er-
rors. An error was considered a flanker error when the
erroneous response was associated with the flankers,
and as a nonflanker error otherwise. In a first experi-
ment, f lanker errors showed lower detectability but
larger ERN amplitudes than nonflanker errors. How-
ever, because the difference in detectability between
the error types was rather small due to a nearly perfect
detection performance, a second experiment was con-
ducted in which lower detection rates were induced
by means of a masking procedure. Even in this case,
however, the detectability of flanker errors was consid-
erably lower than that of nonflanker errors. Again, ERN
amplitudes were larger for flanker errors, although this
held for detected errors only. For undetected errors,
ERN amplitudes were generally reduced relative to de-
tected errors and no significant difference between the
error types was found.

The finding that error detectability is impaired for
flanker errors is consistent with current theories of error
detection (Steinhauser et al., 2008; Yeung et al., 2004;
Rabbitt & Vyas, 1981). Consider, for instance, the con-
flict monitoring model of error detection (Yeung et al.,
2004), in which a conflict emerges between the exe-
cuted erroneous response and the correct response be-
cause the correct response becomes activated after an
error. In this model, an error is detected when the cu-
mulated post-error conflict exceeds a criterion. There-
fore, error detectability should be the better, the greater
the amount of conflict after the error. It is further as-
sumed that the proportion of attention allocated to the
target and the flankers fluctuates across trials (Botvinick
et al., 2001). In contrast to nonflanker errors, flanker
errors should be particularly likely to occur on trials,
on which a relatively large proportion of attention is
allocated to the flankers. Due to the same reason, how-
ever, the correct response should become activated less
strongly after the flanker error, and the resulting post-
error conflict should be smaller. Consequently, the de-
tectability of flanker errors should be impaired relative
to that of nonflanker errors. Using a similar reasoning,
impaired detectability of flanker errors can be predicted
also from other error detection theories (Steinhauser
et al., 2008; Rabbitt & Vyas, 1981).

The interpretation of a reduced detectability of flanker
errors due to a suboptimal allocation of attention is sup-
ported by two further observations. First, flanker errors
were not only less detectable, they also produced fewer
spontaneous corrections. This provides more direct evi-
dence that the correct response became less activated

after the error on trials with a flanker error. Second,
we found an increased negativity in the range of the
response-locked N2 for flanker errors in Experiment 1,
which could be a marker of an increased pre-response
conflict (Yeung et al., 2004; van Veen & Carter, 2002a).
This is consistent with our assumption that f lanker
errors occur on trials on which too much attention is
allocated to the flankers, because these trials should
produce an increased pre-response conflict. However,
this finding should be interpreted with caution because
we did not replicate it in Experiment 2. One reason
could be that mask-related potentials interfere with the
N2-like effect, or that the pre-response conflict is atten-
uated by the mask.

Whereas our behavioral data alone are consistent
with error detection theories, this is not the case when
considered together with our ERN data. Error detec-
tion theories of the ERN state that the ERN amplitude
represents the same phenomenon that constitutes the
basis for error detection: an increased post-response
conflict following an error (Yeung et al., 2004), or a
mismatch between the executed and the intended cor-
rect responses (Bernstein et al., 1995; Falkenstein et al.,
1990, 1991). Accordingly, these theories predict that
increased ERN amplitudes should be accompanied
by better error detectability. However, in both experi-
ments, we observed just the opposite. ERN amplitudes
were larger for errors with poorer detectability, and
smaller for errors with better detectability. Thus, the
phenomenon that gives rise to error detection cannot
be the same phenomenon that determines the ERN
amplitude.

The question arises what else is reflected by the ERN
amplitude. One possibility is that the ERN amplitude re-
flects the evaluation of errors in terms of their signifi-
cance for ongoing behavior (e.g., Hajcak, Moser, Yeung,
& Simons, 2005). Accordingly, flanker errors could show
larger ERN amplitudes because of their increased sig-
nificance relative to nonflanker errors. Indeed, this is
plausible given that the participant’s goal is (a) to re-
spond quickly but omit errors, and (b) to ignore the
flankers. Whereas nonflanker errors indicate that the
first goal has not been met, a flanker error implies that
both goals were violated. Moreover, flanker errors indi-
cate that more attention has subsequently been directed
to the target. Thus, flanker errors are more informative
than nonflanker errors with respect to necessary adap-
tive changes.

Regarding this latter idea, our results are also compat-
ible with another account of the ERN, the reinforcement
learning theory (Holroyd & Coles, 2002). According to
this theory, the ERN is a correlate of a negative rein-
forcement signal, which is elicited whenever an event
is worse than expected (as is the case when an error
occurs instead of the expected correct response), and
which serves for dynamically adjusting behavior (Holroyd
& Coles, 2002). There are several ways on how this could

2270 Journal of Cognitive Neuroscience Volume 20, Number 12



account for the increased ERN amplitude on flanker
errors. On the one hand, flanker errors could repre-
sent a stronger violation of current expectations because
they violate the current goals more strongly (as discussed
above). On the other hand, the occurrence of a flanker
error could be worse than the occurrence of a nonflanker
error because flanker errors are less expected. Given the
fact that participants detect more nonflanker errors than
flanker errors, flanker errors might be less expected. As
a consequence, detecting the less frequent flanker error
represents a stronger violation of current expectations,
which implies larger ERN amplitudes (Holroyd & Coles,
2002; see also Oliveira, McDonald, & Goodman, 2007).

If our conclusion is correct that the ERN amplitude
is unrelated to error detectability, how can we explain
the greatly reduced ERN amplitudes for nonsignaled
errors in Experiment 2 (see also Scheffers & Coles,
2000)? One possibility is that, whereas the ERN ampli-
tude reflects the significance of an error, the detection
of this error is a necessary condition for the generation
of an ERN. This is plausible because error detection
should precede the evaluation of error significance,
or the initiation of a reinforcement signal. From this
perspective, the ERN does not reflect a process that is
necessary for error detection (for instance, as implied by
the conflict monitoring theory), it rather follows error
detection.

This idea is not contradicted by the observation that
we obtained a small but substantial ERN even on non-
signaled errors because nonsignaled errors were not
necessarily undetected. For instance, Steinhauser et al.
(2008) proposed that some internally detected errors
remain nonsignaled because the execution of a signal-
ing response can occasionally fail.5 As a consequence, the
finding that nonsignaled errors showed an ERN at all
could be due to the fact that some nonsignaled errors
reflect errors for which error detection was successful
but error signaling failed. If this interpretation is valid, it
is not surprising that ERN amplitudes for nonsignaled
errors did not differentiate between our error types.
The mean ERN for nonsignaled errors should result
from a mixture of many undetected trials on which no
ERN was generated and some detected trials on which
an ERN was generated. Because only detected trials can
produce a difference between flanker errors and non-
flanker errors, the resulting effect might be too small
to be observable in the context of noise.

The idea that a failure of error signaling can produce
detected but nonsignaled errors could also explain why
other studies did not find any differences in ERN ampli-
tudes between signaled and nonsignaled errors. For
instance, Nieuwenhuis et al. (2001) used an antisaccade
task. With respect to error detection, their results dif-
fered in two ways from typical results obtained with
the flanker task. On the one hand, in the antisaccade
task, many errors were not signaled. On the other hand,
almost all of these nonsignaled errors were spontane-

ously corrected. Most theories of error detection would
assume that corrected errors are implicitly detected
even if no error signaling occurs (see, e.g., Steinhauser
et al., 2008). In this case, however, signaled and non-
signaled (but corrected) errors should both produce
an ERN.

Taken together, the present study provided evidence
for the idea that the amplitude of the ERN is related to
the significance of an error rather than to the detect-
ability of an error, although error detection seems to
be a necessary condition for the generation of the ERN.
In this way, our results support theories which view the
ERN as reflecting a mechanism that serves for the eval-
uation of errors (Magno, Foxe, Molholm, Robertson, &
Garavan, 2006; Hajcak et al., 2005; Hajcak, McDonald,
& Simons, 2004; Holroyd & Coles, 2002; Luu, Flaisch,
& Tucker, 2000). Finally, our results are consistent with
the general view that the medial prefrontal cortex, which
is assumed to be the source of the ERN, is not only
involved in detecting conflicts and errors (e.g., Botvinick
et al., 2001; Ullsperger & von Cramon, 2001; Carter
et al., 1998), but also in evaluating the relevance of
internal and external events for the adaptive adjust-
ment of behavior (e.g., Ullsperger & von Cramon, 2003;
for an overview, see, Ridderinkhof, Ullsperger, Crone, &
Nieuwenhuis, 2004).
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Notes

1. Indeed, it is a frequent assumption in models of the flanker
task that the proportion of attention allocated to the target
and the flankers fluctuates across trials (e.g., Botvinick et al.,
2001).
2. Usually, a pre-response baseline is applied for analyses
of the ERN. However, this period was subject to large am-
plitude differences between the conditions of interest (Fig-
ure 3A). Therefore, we chose a prestimulus baseline interval
that aligned the voltages of the conditions of interest in the
pre-responses phase.
3. However, we probably even underestimated the differences
between the two error types in the present study. Whereas
flanker errors should occur due to evidence collected from the
flanker elements of the stimulus, nonflanker errors are selected
due to the influence of noise in the system. Theoretically,
however, the response associated with the flankers can also
be selected due to noise without considering evidence from
the stimulus. Therefore, some errors classified as flanker errors
could, in fact, be nonflanker errors. Consequently, we might
actually be comparing flanker errors mixed up with nonflanker
errors in one condition to nonflanker errors in another con-
dition, what would lead to an underestimation of differences
between the two conditions.
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4. Because we did not obtain a pre-response effect as in Ex-
periment 1, and to ensure that our results are not due to the
prestimulus baseline, we additionally analyzed the data using
a pre-response baseline ranging from 250 to 50 msec before
the response. This period was chosen because it preceded the
point where the waveforms of correct and error responses
diverge. The results were the same as that of the initial analy-
sis. We obtained a main effect of signaling indicating that
ERN amplitudes were larger for signaled (6.60 AV) than for
nonsignaled errors (2.57 AV) [F(1, 13) = 15.3, p < .01]. More-
over, there was a significant interaction between the variables
signaling and error type [F(1, 13) = 10.2, p < .01]. ERN am-
plitudes were larger for signaled flanker errors (7.40 AV) than
for signaled nonflanker errors (5.81 AV) [F(1, 13) = 6.53,
p < .05]. Again, no significant difference was obtained be-
tween nonsignaled flanker errors (2.0 AV) and nonsignaled
nonflanker errors (3.13 AV, F < 2.0).
5. Steinhauser et al. (2008) investigated the mechanisms
underlying error signaling and error correction. Their results
suggested that both types of error detection responses are
based on the detection of internal error corrections (which
occurs when a second response is selected by exceeding a
threshold after another response has already been executed).
However, whereas error correction simply requires that the
already selected correction response is overtly executed, error
signaling involves a response that is not part of the response
set of the initial choice response. Accordingly, error signal-
ing requires switching to a new response set as well as the
selection, preparation, and execution of this response. These
additional processes could be responsible that error signal-
ing is susceptible to distraction and failure (see also Rabbitt,
2002).
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